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Series	Preface
From its initial use in the 1960s by cartographers who wanted to adopt computer 
techniques in mapmaking, geographic information systems (GIS) have become an 
essential and efficient toolkit in all aspects of agriculture from farm management and 
resource conservation to a broad range of agribusiness applications. Recognizing 
that few examples from agriculture were used in teaching or demonstrating GIS, 
my good friend Max Crandall envisioned a book dedicated to applications of GIS 
in agriculture that could provide learning opportunities to scientists, educators, stu-
dents, consultants, and farmers in either formal or informal settings. Max formed a 
small group, including Pierre C. Robert, Harold Reitz Jr., Matthew Yen, and myself, 
that shared numerous ideas about such a book over phone conversations. With the 
untimely death of Pierre C. Robert in December 2003, interest in the book dimin-
ished until 2006 when CRC Press, through the efforts of one of its editors, John 
Sulzycki, agreed to publish the book entitled GIS Applications in Agriculture edited 
by Francis J. Pierce and David E. Clay, which appeared in February 2007. With a 
long-term commitment from CRC Press to Max Crandall’s vision, this book became 
a book series on GIS Applications in Agriculture for which I am series editor.

GIS Applications in Agriculture: Nutrient Management for Energy Efficiency 
edited by David E. Clay and John F. Shanahan is the second volume in this book 
series. This book includes 24 chapters on various topics dealing with geospatial 
aspects of tillage, and nutrient, water, and energy use in agriculture. Like the first 
volume, detailed applications are provided in many chapters with datasets and color 
figures on a separate CD for readers to use in teaching and learning GIS or directly 
applying them to situations they face in agriculture. I am grateful to David E. Clay 
for agreeing to develop this volume and to his coeditor, John Shanahan, for the hard 
work that went into organizing and editing it, and to the chapter authors for their 
excellent contributions to what I believe are interesting and useful applications of 
GIS in agriculture. I would also like to thank Randy Brehm, the CRC Press editor for 
this volume, and all those at CRC Press who made this volume possible.

As series editor, it is my responsibility to seek new book ideas and capable editors 
to create additional books in this series on topics of importance to agriculture that 
provide relevant applications of GIS in agriculture. I invite those who have ideas for 
new volumes in the GIS Applications in Agriculture series to contact myself or CRC 
Press to discuss publishing opportunities.

Francis J. Pierce
Series Editor
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Preface
The concept for this book evolved from numerous scientific discussions and grower 
education meetings, including a soil carbon workshop jointly sponsored by South 
Dakota State University and the South Dakota Corn Utilization Council, and a 
United States North Central Sustainable Agriculture (NC-SARE) conference, lead-
ing to a white paper providing research recommendations. At these meetings, the 
scientific community expressed the need for the development of techniques that 
could simultaneously increase soil carbon storage and reduce agriculture’s energy 
footprint, while producers from around the world mentioned the need to reduce their 
fertilizer input costs. A review of activities showed that many different approaches 
were being tested. The use of site-specific or precision agriculture has arisen as a 
common theme for addressing the multitude of concerns and issues raised.

Agriculture is being changed by three fundamental forces: the expanding capac-
ity of personal computers, molecular biology revolution, and developments in infor-
mation technology like geographical information systems (GIS). Through precision 
farming, all three technologies can be packaged and delivered to producers. The 
combined impact is likely to lead to the greatest intellectual transition that has ever 
occurred in agriculture. Who would have thought 50 years ago that a large percent-
age of tractors traversing our vast fields today would be under the control of auto-
steer systems rather than being driven by farmer operators? Who would have thought 
that the farming community would be using a single line of machinery powerful and 
efficient enough to farm 4000 ac? Who would have thought that the major defensive 
mechanisms in our battle with pests would come in our seed bags? We are entering a 
new era in production agronomics, an era dominated by site-specific spatial manage-
ment of farming inputs. This is an era during which the agricultural foundations will 
undergo revolutionary changes.

For centuries, agronomy was dominated by the biological sciences and the ability 
to work hard. We are now witnessing an era when creativity and mathematics are 
assuming equal importance. Throughout the chapters of this book there is evidence 
that attests to how complex mathematical and spatial modeling approaches can serve 
as the basis for much of our present and, certainly, future management. It is math-
ematics that will enable producers to make full use of the technological advances 
made during the 21st century. This book focuses on the use of mathematics and 
creativity to develop nutrient management practices that will help producers improve 
their profitability and energy efficiency. It highlights successes and discusses the 
nuts and bolts associated with implementing the proposed techniques. The topics 
discussed in this book include calculating energy efficiency, devising techniques for 
overcoming yield-limiting factors, collecting and analyzing soil information, using 
remote sensing for improving management decisions, developing an economically 
optimum site-specific corn plant population equation based on experiment containing 
many field sites, assessing and implementing site-specific carbon and water manage-
ment systems, analyzing energy efficiency of compost and manures, and estimating 
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soil productivity and energy efficiency using online data sources. For color figures, 
please refer to the accompanying CD-ROM.

Funding for organizing this book was obtained from the US-USDA-NC-SARE 
program. The NC SARE mission is to “strengthen rural communities, increase 
farmer/rancher profitability, and improve the environment by supporting research 
and education.” NC SARE contact information is http://www.sare.org/ncrsare/phone 
(402) 472-7081.

For MATLAB® and Simulink® product information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA, 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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1

1 Energy	and	Climate	
Implications	for	
Agricultural	Nutrient	
Use	Efficiency

Adam J. Liska and Richard K. Perrin

1.1  ExEcutivE Summary

Energy and climate change are beginning to dominate the global political agenda 
and will drive policy formation that will shape the future of agriculture. Energy 
issues threaten national security and economic stability, as well as access to low-
cost nutrient inputs for agriculture. Climate change has the potential to cause 
serious disruption to agricultural productivity. Paradoxically, nutrient use in agri-
culture to increase crop yields has the potential to negatively impact climate. This 
chapter will discuss recent and future energy and climate trends, the relationships 
between agricultural nutrient use efficiency and biofuels, and how global land 
limitations will shape agriculture in the future. Comparative gross energy yield 
and nitrogen use efficiency for ethanol production from crop residue, switchgrass, 
grain sorghum, sweet sorghum, and corn grain is presented, showing small dif-
ferences in nitrogen use efficiency, but large differences in gross energy yields. In 
addition to considering the need to increase crop productivity to meet the demands 
of a growing population and bioenergy, agricultural nutrient use efficiency must be 
reconsidered with respect to the important energy and climate challenges shaping 
agriculture today.

contEntS

1.1 Executive Summary ..........................................................................................1
1.2 Energy and Climate Trends ..............................................................................2
1.3 Agricultural Nutrient Use Efficiency and Biofuels...........................................5
1.4 Land Limitations and Global Agricultural Production .................................. 11
1.5 Conclusions ..................................................................................................... 14
References ................................................................................................................ 14
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2	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

1.2  EnErgy and climatE trEndS

Nutrient application in agriculture is essential to maintain a sufficient food supply 
for a growing global population and to meet an increased demand for bioenergy. 
The fixation of atmospheric nitrogen (N) by the Haber–Bosch process has enabled 
higher crop yields necessary to support the growth of global population by roughly 
three billion people in the twentieth century, or almost half of humanity.20 Energy is 
required to process, deliver, and apply nutrients to land, which is costly and contrib-
utes to climate change. Increased nutrient use efficiency is essential to increase crop 
productivity and energy efficiency of bioenergy production in a sustainable manner 
while limiting negative environmental impacts and reducing costs.8

Energy issues are beginning to dominate the global political agenda. First, there 
is growing concern that global production of easily accessible oil is nearing its 
peak rate.13,56 Global oil production is dominated by giant oil fields, with the 500 
largest fields contributing over 60% of production.27 In 2008, 580 of the 651 larg-
est oil fields globally were reported to have passed their peak production rate and 
are now producing an average of about 6% less oil per year.27,29 In accordance 
with reported declining trends, an independent analysis from Uppsala University 
in Sweden found that global oil production will decline from 84 million barrels per 
day (mb/day) (including natural gas liquids) in 2007 to roughly 76 mb/day by 2030.2 
In contradiction to these findings, official analysis from the International Energy 
Agency (IEA) optimistically anticipates that petroleum production will continue 
to increase through 2030, reaching a level 20% higher than current levels.30 The 
U.S. Energy Information Administration (EIA) also anticipates an increase in pro-
duction over this period of about 15%.15 Contrary to these assertions, the Swedish 
study states that historic trends of reduced field productivity will continue in the 
future at the same rate, which means lower productivity than other estimates that 
are more likely to be politically influenced. These conflicting expectations add 
uncertainty and volatility to world energy markets that are already vulnerable to 
political and economic vagaries.

Increases in oil demand that exceed rates of supply increase will cause oil prices 
to climb. By 2030, both the IEA and EIA project oil to reach about $190 per bar-
rel in nominal dollars ($115–$130 in 2008 dollars). Some suggest, however, that the 
recent oil price spike in 2008 to $147 per barrel (compared to roughly $80 per barrel 
in December 2009) has stimulated increased conservation and adaptation which may 
keep oil prices relatively lower in the near term due to reduced demand.45 The current 
recession has also reduced demand for oil. Nonetheless, oil prices and the trend in total 
cost of U.S. crude oil imports are likely to continue to increase (Figure 1.1). In 2007 
with oil at $70 per barrel, the U.S. trade deficit in petroleum products was $293 billion, 
or 36% of the total trade deficit of $819 billion.62 Increasing production of nonconven-
tional sources of petroleum such as oil (tar) sands from Canada will also help maintain 
petroleum supply,29 while production from current major fields is declining. Oil sands 
could contribute as much as 20% of U.S. gasoline supply by 2020.41

Global growth in population and the world economy have required greater energy 
use to sustain improving living standards. With increasingly narrow margins between 
energy supply and demand, analysis suggests that disruption of the oil supply and 
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Energy	and	Climate	Implications	for	Agricultural	Nutrient	Use	Efficiency	 3

accompanying oil price spikes can have significant negative impacts on the global 
economy.26 While the interrelationships between the business cycle and petroleum 
price are complicated and not easily resolved,36 Brown6 reports that 9 of the past 10 
U.S. recessions since 1945 were preceded by significant oil price spikes. The rela-
tionships between oil price and the health of the economy suggest that current high 
and unstable oil prices could have broad implications for economic stability.

The high oil prices of 2008 led to the transfer of nearly $1 trillion to members 
of OPEC, the Organization of the Petroleum Exporting Countries.17 National oil 
companies in OPEC and other countries, such as Saudi Aramco (Saudi Arabia), the 
National Iranian Oil Company (Iran), Petrochina (China), Petrobras (Brazil), and 
Gazprom (Russia), control approximately 90% of the world’s oil reserves and 75% of 
global oil production—similar numbers apply for natural gas.69

In conjunction with these trends, growing military intervention to ensure access 
to foreign oil has amplified the threat of international conflict. There is growing 
consensus in the economic and military communities that oil played a large part in 
the U.S.-led invasion of Iraq in 2003.4,26,44,50 Iraq has the third largest oil reserves 
globally at 115 billion barrels (~9% of global crude oil reserves), ranking below 
only Saudi Arabia and Iran.16 The full monetary cost of the Iraq war is projected 
by Stiglitz and Bilmes58 to range between $2.7 and $5 trillion and the conflict has 
resulted in between 90,000 and 800,000 violent deaths of Iraqi civilians and more 
than 4000 U.S. military deaths since 2003.63

As a corollary to the invasions of Iraq, ongoing U.S. military activities in 
Afghanistan are also motivated, in part, by proposed pipeline installation for trans-
portation of oil and gas from Central Asia to the Indian Ocean.24,53,61 In that region, 
Kazakhstan contains three of the world’s 10 largest giant oil fields (newly discov-
ered), and they are now Chevron’s leading source of petroleum, which is exported 
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FigurE 1.1  Inflation-adjusted annual value of crude oil imports into the United States in 
billions from 1950 to 2008 (in 2000 dollars). (From EIA, Annual Energy Review 2008, U.S. 
Department of Energy, Washington, DC, 2009.)
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via pipelines heading west through Georgia.38,39,56 In U.S. Congressional testimony 
in 2006, Steven Mann, Principal Deputy Assistant Secretary for South and Central 
Asian Affairs at the State Department, clearly outlined U.S. intentions concerning 
energy in the Afghanistan region:

“Since the independence of the new Caspian states 15 years ago, the United States 
has been in the forefront of oil and gas development in the region, and our efforts are 
paying off.” “With the completion of the first phase of the East-West Energy Corridor 
[through Georgia], we must now press on with the second phase of supporting new 
energy routes out of Central Asia.” “The United States and the countries of the broader 
region share an interest in the free movement of energy, people, goods, and informa-
tion from the Kazakh steppes to the Indian Ocean. We want not only to support eco-
nomic development along a north-south axis, but also afford Afghanistan access to a 
wider world, thus becoming a bridge, not a barrier.”61

In addition to these two costly military ventures with significant relationships to 
energy resources, costly military security for global oil transportation includes pro-
tection of unstable maritime oil transit routes, which has been recently estimated to 
cost between $104 and $138 billion per year.11,12,19

Serious energy-related security issues also arise from the fact that international 
terrorism has been supported by tens of millions of dollars from the sale of Middle 
Eastern oil.7,47 Some of this money is thought to have been used to support the 
September 11, 2001 “9/11” terrorist attacks on the United States,47 although it is rec-
ognized that relatively little money was actually required to carry out most terrorist 
attacks in the last 10 years.67

These various challenges for the petroleum economy consisting of limited and 
fragile supply, wealth transfer, contribution to national deficits, costly military 
operations, and terrorism are all serious national security and economic issues. 
These issues have stimulated support for the development of alternative energy 
sources.14,71 Biomass resources are of particular importance because they can be 
converted to liquid fuels to substitute for petroleum which can be used in exist-
ing infrastructure with limited modification. The U.S. Energy Independence and 
Security Act of 2007 (EISA) mandates that 36 Bgal of biofuels be produced annu-
ally by 2022, of which 15 Bgal/year are to be grain ethanol, 16 Bgal/year are 
to be cellulosic ethanol, and 5 Bgal are to be other advanced renewable fuels. 
Furthermore, the U.S. Air Force, the world’s single largest consumer of petroleum, 
recently announced a plan to substitute 50% of their fuel use with alternative fuels, 
with particular emphasis on biofuels.3 Continued expansion of the biofuel industry 
will place greater demands on agricultural productivity and efficiency.

While limited energy supply is increasingly problematic, the impacts of atmo-
spheric emissions from fossil-based energy sources on global climate change are 
becoming well established.31 Anthropogenic climate change from greenhouse gas 
(GHG) emissions from burning fossil fuels will impact agriculture in a number of 
ways. Some of the changes that will have negative impacts on agriculture include 
higher average night-time temperatures,51 greater frequency of heat waves, heavy 
rainfall events, destructive storms, and regional droughts.35 In addition, rising sea 
level has the potential to submerge coastal agricultural regions, decreasing the 
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availability of fertile agricultural land. Finally, rising temperature is contributing 
to the global disappearance of glaciers that threatens the water supply of regions 
dependent on glacial meltwater for irrigation to support agricultural productivity.49,65

The sum of these challenges for agriculture may be quite significant in the near-
term future. Commodity prices will rise, and these price increases will stimulate 
adoption of more efficient production techniques as well as expansion of agricultural 
systems. Nutrient efficiency research will provide new information that will permit 
these adjustments to be made, which otherwise would not be possible with lower 
food and biofuel prices.

1.3  agricultural nutriEnt uSE EFFiciEncy and BioFuElS

Energy price increases raise both the cost of field operations and the prices of crop 
inputs. Most N fertilizers are manufactured from natural gas or petroleum, so their 
costs will obviously rise with oil prices. Even though potash and phosphate are not 
manufactured from fossil energy, substantial amounts of energy are required in their 
extraction and processing, and their prices have also recently followed oil prices 
(Figure 1.2a). The primary nutrient applied in the United States is N (Figure 1.2b), 
and its price is most closely related to oil price. Therefore, sustained oil prices above 
$100 per barrel will lead to fertilizer prices substantially higher than previously 
experienced, and drive investment in practices to limit fertilizer expenditures and 
increase nutrient use efficiency.

Improved management has contributed to recent gains in nutrient use efficiency 
for corn in the United States to the extent that on average 37% of applied N is now 
taken up by the crop. From 1980 to 2000, N application remained relatively constant at 
146 kg/ha1 (Figure 1.2c) while the partial factor productivity (kg grain yield per kg of N 
applied) increased by 36% (from 42 to 57 kg/kg1).8 Increasing agricultural nutrient use 
efficiency will also reduce the negative climate impact of crop production.

GHG emissions from agriculture are a large positive source of global warming 
potential. In 2005, nonfossil fuel emissions from global agriculture contributed 
10%–12% of total of anthropogenic GHG emissions, with methane (CH4) contribut-
ing a little over half of emissions and nitrous oxide (N2O) emissions contributing 
the majority of the remainder.57 These agricultural emissions contributed roughly 
50% of global methane emissions and 60% of nitrous oxide emissions. Methane is 
produced when organic materials decompose in oxygen-deprived conditions, with 
significant sources from digestion in ruminant livestock, manure, and flooded rice. 
Nitrous oxide, on the other hand, is produced by the microbial transformation of N 
in soil and manure. Global agricultural N2O emissions are projected to increase by 
35%–60% by 2030 due to increased N fertilizer use and increased animal manure 
production. In the United States, however, synthetic N applications are projected to 
remain relatively constant, and increases in N2O emissions are projected mainly from 
manure.57 Large and uncertain net fluxes of carbon dioxide from global agriculture 
are not thought to contribute much to net GHG emissions from agriculture overall.

In addition to biogenic GHG emissions, additional GHG emissions from produc-
tion and application of cropping inputs must also be considered. After totaling net bio-
genic and fossil fuel inputs for a corn grain cropping systems in U.S. Corn Belt, N2O 
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emissions from fertilizer N inputs (based on IPCC emission factors) were found to be 
roughly 36% of net GHG emissions32,42 (Table 1.1). Applications of N are also a signifi-
cant fraction of energy inputs for corn grain production accounting for roughly 40% 
of agricultural energy inputs. By improving N use efficiency, energy inputs and emis-
sions can be reduced. Evidence suggests that N2O emissions can be reduced by 20% 
by increasing crop N use efficiency via crop management, by 10% via use of either soil 
N tests or fertilizer timing, and by 5% with the use of either nitrification and urease 
inhibitors or N fertilizer placement.9 Different types of N fertilizer may also have the 
potential to reduce N2O emissions. Furthermore, efficient N use can be improved by 
adjusting application rates using GIS-based precision estimates of crop needs.

Crops accumulate their biomass carbon from atmospheric carbon dioxide and 
have the potential to be an energy source that does not contribute to net growth in 
atmospheric GHGs. If bioenergy is not to significantly contribute to GHG emissions, 
efficient collection and conversion to liquid forms is required for minimal use of 
fossil fuels. Ethanol production from corn grain in the United States and from sugar-
cane in Brazil are models for increased utilization of agricultural resources to meet 
societies’ energy needs while reducing GHG emissions relative to the gasoline they 

taBlE 1.1
Energy inputs and direct gHg Emissions from an average corn 
cropping System in the midwest, assuming Soil carbon dynamics 
are neutral

Energy inputs, % gHg Emissions, %

Nitrogen fertilizer 39.7 15.0

N2O emissions from N fertilizera: 
denitrification, volatilization, leaching, runoff

— 35.5

N2O emissions from crop and biomass 
N: crop residue, roots, manure

— 12.7

Phosphorus fertilizer 2.2 3.2

Potassium fertilizer 3.7 1.5

Lime 0.2 6.3

Herbicides 11.5 5.2

Insecticides 0.5 0.2

Seed 1.2 0.6

Gasoline 3.8 1.7

Diesel 16.2 8.7

LPG 8.3 3.4

Natural gas 4.8 1.7

Electricity 6.0 3.1

Farm machinery 2.0 0.9

Total 100.0 100.0

Source: Liska, A.J. et al., J. Ind. Ecol., 13, 58, 2009.
a Of synthetic N fertilizer applied, 1.33% is lost as N2O.
Emissions from “fertilizer[s]” are from fossil fuel use in upstream production.
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replace (although indirect GHG contributions of both gasoline and biofuel produc-
tion are not yet accurately accounted for in current analytical methods).41 Significant 
research and development efforts are also underway to better utilize biomass 
resources for transportation fuels via production of cellulosic ethanol, and other so-
called “second-generation” biofuels, although these systems are not yet profitable.43

Biofuel production is a “system of systems”34 composed of distributed independent 
complex systems for crop production, biomass transportation, biorefining, co-product 
use, fossil fuel production and delivery, fertilizer and chemical inputs, and end-use 
vehicle systems. The efficiency of the overall biofuel production system can be ana-
lyzed using life cycle assessment (LCA), which is used to compare biofuel perfor-
mance with fossil fuel systems. In addition, LCA enables the environmental impacts of 
a production system to be analyzed to identify areas for improvements in efficiency.25

The life cycle efficiency of biofuel production is primarily analyzed in terms of 
energy efficiency and net GHG emissions.42,43 Crop production contributes approxi-
mately 50% of positive life cycle emissions.42 In the past and now, research into the 
life cycle energy efficiency of biofuel production systems (particularly corn-ethanol) has 
been marked by conflicting results, but greater consensus from recent research shows 
positive energy and GHG benefits are derived from biofuel production and use.1,5,23,40,42 
The EISA legislation now requires that biofuels must reduce life cycle GHG emissions, 
including indirectly caused emissions, compared to fossil fuels. Comparisons of the 
indirect GHG emissions resulting from gasoline production and corn-ethanol produc-
tion are still primitive.41 EISA requires that corn-ethanol must reduce emissions by 20% 
compared to gasoline, but the precise methodologies for these life cycle calculations are 
still under development. Other recent state legislation, such as in California, will restrict 
market access if biofuels do not meet life cycle GHG emissions reduction targets.

Recent improvements in biorefinery energy efficiency have greatly influenced 
the life cycle energy efficiency of corn-ethanol production.42 In 2001, survey data 
reported that energy inputs for the biorefinery were 13.9 MJ/L1 (primarily coal 
and natural gas) and comprised 67% of life cycle energy inputs.23 Since 2001, the 
U.S. corn-ethanol industry has significantly expanded with new more efficient pro-
duction capacity, composed primarily of natural gas powered dry mill biorefiner-
ies (Figure 1.3). Survey data from 2006 documents the increasing average energy 
efficiency of the industry, with biorefinery energy inputs reduced to 7.7 MJ/L1, con-
tributing 56% to life cycle energy inputs.42,52 Use of recent data suggest that corn-
ethanol has a net energy return of 1.6 units of energy per unit of energy invested.42 
Furthermore, compared to gasoline, corn-ethanol has been shown to reduce direct 
GHG emissions by approximately 47% on average;5,40 this estimate, however, does 
not include emissions from indirect land use change.55

Other agricultural biofuel production systems are under development, but most 
other systems suffer from relatively lower energy yield per hectare and lower energy 
yield per unit of nutrient applied compared with ethanol produced from corn and sor-
ghum grain. For example, in the United States, soybean-biodiesel produces on aver-
age 15% of the biofuel volume per hectare compared with corn-ethanol.43 Correcting 
for energy density differences, soybean-biodiesel yields 23% of the gross energy 
yield of corn-ethanol on average. Cellulosic ethanol produced from crop residues and 
perennial grasses is currently under development, and only a very limited production 
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capacity is installed. Ethanol from sweet sorghum provides an alternative cropping 
system that shows potential to be competitive with corn grain.70

State-level production statistics and field trial data provide a comparison among 
these selected ethanol production systems in Nebraska (Table 1.2). Gross energy 
yield per hectare as ethanol was found to range from 10 to 95 GJ/ha1, with use of both 
corn grain and residue being the most productive system. Despite this wide range 
in productivity per area, the N use efficiency only varies from 0.47 to 0.70, with an 
average of 0.586 GJ ethanol per kg N applied (Figure 1.4). As a stand-alone compo-
nent, residue is the least productive system, but had the highest efficiency, while the 
most productive system (corn grain plus residue) only had a slightly higher efficiency 
than the average. Ethanol from grain sorghum and switchgrass had N use efficien-
cies below average for the five systems. Of these systems, sweet sorghum stood out 
as having the third highest energy yield, but field trials found no significant response 
to N applications over a 2 year trial period.70 This response is suggested because of 
a more gradual rate of nutrient uptake in sweet sorghum, and N uptake later in the 
season compared with the grain crops. This is significant because it indicates that 
with appropriate crop rotations, a relatively high yielding system could exist with 
limited N fertilizer inputs. Sweet sorghum should be researched further in the future 
to explore the lower limits of N applications for high-yield biofuel systems.

Nutrient use efficiency is just one important aspect in defining the life cycle GHG 
emissions and energy efficiency of biofuel production systems. Another important con-
sideration for nutrient use and GHG emissions is changes in soil carbon.37,68,70 Removing 
crop residue for biofuels also removes soil phosphorus (P) and potassium (K); one met-
ric ton of corn residue harvested removes 8 kg of N, 0.79 kg of P, and 6.74 kg of K.28 If 
ethanol production from crop residue and energy crops such as switchgrass is pursued in 
the future, appropriate nutrient replacement will be vital to maintain crop productivity.66
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taBlE 1.2
nutrient use Efficiency of Selected cropping Systems for Ethanol 
Production in nebraska

nitrogen 
rate, kg/ha

Biomass 
yield, 
mg/ha

Biofuel 
conversion 

Efficiency, l/mg
gross Energy 
yield, gJ/ha

nutrient use 
Efficiency,a 
(gJ/kg) n

Corn residue, 
20% removal

14.4 1.62 294 10.0 0.70

Switchgrass 78.1 7.10 294 44.0 0.56

Grain sorghum 96.0 4.29 501 45.3 0.47

Sweet sorghum 0 3.54 665 49.7 —

Corn grain 144.0 8.09 501 85.4 0.59

Corn grain + 
residue, 20%

158.4 9.70 — 95.4 0.63

a Partial factor productivity. All yields are on a dry matter basis. Corn grain and residue yields46 (2004–
2006) and conversion of grain to ethanol and ethanol energy density (21.1 MJ/L) were previously 
reported.42 Nitrogen rates for corn were previously reported21 and 20% residue removal is allocated N 
applied for 10% of above ground biomass. Switchgrass yields in NE were also previously reported,54 
and it is assumed that N will be applied at the recommended rate of 11 kg N/Mg biomass yield.66 
Conversion yield for switchgrass and residue is 70 gal/ton based on Iogen technology from a 
DOE-funded facility (http://www.energy.gov/news/4827.htm). Grain sorghum yields46 (2004–2006) 
and N application rates21 were for Nebraska. Sweet sorghum theoretical yield is based on field studies 
and estimated from 80% juice extracted and brix reading with the Simon cv. in 2008.70 The corn plus 
residue system assumes additional N rate for the 20% of N removed.
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1.4   land limitationS and gloBal 
agricultural Production

Pressure for increased agricultural production over the next 40 years will come from 
three sources: world population growth, per capita income growth, and demand for bio-
fuels. Population growth alone is projected to require a one-third increase in crop pro-
duction, and increased demand for livestock products, made possible by higher incomes, 
is expected to further increase the required production to approximately 50% above 
current levels by 2050 (Figure 1.5a). In addition, biofuel production will result in yet 
additional demands on agricultural resources. Yet, there is little potential for increasing 
the critical agricultural resources necessary to provide this additional biomass, making 
it crucial that more efficient production techniques be developed and adopted.
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Crops for biofuel production were grown on about 36 million hectares (Mha) 
around the globe, or 2.5% of the world’s arable land in 2008.60 Comparable figures 
for current biofuel area from another recent report are 41 Mha (2.8%).48 Projections 
of future growth in land use for biofuel production are difficult to make, because of 
uncertainty about the relative prices of food and energy and uncertainty about poli-
cies that either encourage or discourage biofuel production. The UNEP60 reports pro-
jections to 60–80 Mha, or even 166 Mha, by 2020, which are equivalent to 4%–11% 
of the current stock of arable land, or 1%–3% of total agricultural land.

Recent and potential increases of biofuel crops in Brazil and Indonesia are dra-
matic. Cropping area devoted to sugarcane in Brazil has increased from 7 to 9 Mha 
between 2007 and 2008, now constituting about 15% of the 60 Mha of arable land in 
Brazil.60 This upward trend will continue, though the government intends to limit the 
expansion into sensitive ecosystems. Soybeans, also used in part for biodiesel, occu-
pied about 23 Mha in 2005, and are expected to occupy the majority of an additional 
60 Mha that will likely be converted from savannah to crop land. The Indonesian 
government intends that the current 6 Mha of oil palm be augmented by another 
18–20 Mha,33 with about two-thirds of this to be planted on land currently covered 
by rainforests.

It is clear that world agricultural land resources will not increase much, based on 
the experience of the last 10 years (Figure 1.5a). Of the approximately 5 Bha of total 
agricultural land, only about 1.4 Bha, or 28%, is arable. Irrigated land has increased 
only about a half a percent per year, arable land less than 0.2% per year, while total agri-
cultural land has actually declined.

Population has of course increased during this time, resulting in the very dra-
matic decreases in land per capita (Figure 1.5b). If the per capita land resource base 
continues to decline along the trend of the last 50 years, a great deal of pressure will 
be placed on agricultural research to achieve the kind of productivity improvement 
that will be needed.

Water is another critical component of the agricultural resource base, one that 
will more likely decline rather than increase with population. Irrigated land, as noted 
above, has increased very little over the past decade. Aquifers are being depleted, 
snowpack’s and glaciers are declining, and climate change may reduce rainfall in 
many regions, while contributing to higher rainfall, and more extreme rainfall events 
in other areas.35 It is clear that in the case of agricultural water, efficiency will have 
to increase if there is to be any chance of providing the needed production increases.

As opposed to land, global per capita consumption of fertilizer materials has 
increased over the last 50 years, though irregularly (Figure 1.6a). The increased fer-
tilizer use over the past decade has helped make possible a slight per capita increase 
in agricultural production over the past two decades. With this increase in usage, 
worldwide average N efficiency has begun to decline, while phosphorus and potas-
sium efficiencies have stabilized after realizing improvements over the previous 
2 or 3 decades (Figure 1.6b). Figures reported here are measured in terms of fertil-
izer materials rather than in fertilizer elements; therefore, any change in the mix of 
materials over this period may slightly distort the trends in fertilizer elements.

It appears that quantities of land and water allocated to crop production will 
not increase much in the future, whereas crop nutrients and energy inputs will be 
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more elastic in supply. But increases in land, energy inputs, and nutrients will entail 
increases in GHG emissions, making it critical that the required increase in output 
be achieved with maximum possible efficiency of input use.

Land use change is a significant source of GHG emissions and a driver of climate 
change, being responsible for approximately 20% of global anthropogenic GHG 
emissions in the 1990s.31 These emissions result from the burning of forest and 
savanna biomass when those lands are converted to cultivated crop production, and 
from loss of soil carbon stocks when the land is cultivated. It is therefore likely that 
climate change policies will provide further barriers to the expansion of arable land, 
adding another source of urgency for improving efficiencies in crop production.41 
Similarly, the GHG emissions related to fertilizer use, mentioned above, may lead to 
higher costs of nutrients or restrictions on the use of nutrients, adding incentives for 
generating improved efficiencies in nutrient use.
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1.5  concluSionS

Multiple lines of evidence point to a global oil economy that is increasing unstable, 
which has broad consequences for economic growth, international military activity, and 
the future costs of agricultural production. Energy and climate issues are stimulating 
the production of biofuels from agricultural products which has numerous implications 
for nutrient use. Climate change has multiple potentially serious impacts on agriculture 
as well. Growing demand for agricultural products, in conjunction with volatile weather 
and more costly cropping inputs will lead to greater pressure in the future to increase 
yields, while minimizing nutrient inputs. These trends will provide significant incen-
tive to heavily invest in better management of nutrient applications in the future and to 
develop the science necessary to keep improving nutrient use efficiency while meeting 
new demands on agricultural production from both biofuels and population growth.
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2 Nutrient	Management	
for	Improved Energy	
Efficiency

F. Mamani Pati, David E. Clay, and Gregg Carlson

2.1  ExEcutivE Summary

To meet future food, fiber, and energy requirements, it is anticipated that agricultural 
yields will need to be doubled by 2050. Meeting this goal is complicated by increas-
ing cost and availability of fertilizers, anticipated shortages in critical resources (land, 
P fertilizer, and liquid fuels), and urbanization that is reducing arable lands. Doubling 
food production with diminishing resources will require wide-scale investments 
in production agriculture, the development of new genomics that increase energy 
and production efficiency, and the adoption of precision management techniques 
that increase productivity as well as resource use efficiency. This chapter provides a 
framework for assessing energy efficiency and an example using the readily available 
life-cycle assessment (LCA) model, biofuel energy simulator (BESS), to calculate 
energy returns at two landscape positions.
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2.2  introduction

Landscape positions influence water availability, which in turn has numerous impacts 
on the soil biological processes and the ability to profitability produce a crop. For exam-
ple, Clay et al.1 reported that in a poorly drained area located in a South Dakota field, 
there was a net loss of 95 kg N/ha, while in adjacent tile drained areas there was a net 
gain of 98 kg N/ha. In a different report from this same field, Clay et al.2 found that 
water stress reduced yields by 50%–60% in higher summit/shoulder areas. These dif-
ferences were attributed to differential amounts of water across the landscape impact-
ing crop growth, denitrification, aerobic N mineralization, and symbiotic relationships 
between yield-limiting factors.3,4 Precision farming can be used to develop manage-
ment practices that overcome landscape position differences. It is likely that landscape 
variability also impact energy efficiency and net energy yields. Once the energy effi-
ciency is understood, management practices designed to increase gains can be imple-
mented. This chapter demonstrates how the BESS LCA model (http://www.bess.unl.
edu/) can be used to calculate energy gains at two landscape positions.

2.2.1  Precision Farming and energy eFFiciency

Precision farming is an integrated agricultural management system that incorporates 
state-of-the-art agronomic knowledge, information from multiple sources, and the 
global positioning system, geographical information system, yield monitor, variable 
rate, and remote sensing technologies. Precision farming allows producers to make 
management decisions about discrete areas of the field, with the goal of optimizing 
the crop response based on the production potential and constraints of the specific 
region. The techniques of precision farming are compatible with providing good 
stewardship of the land for future generations, preserving the land’s potential for 
multiple uses, and implement techniques that increase agricultural energy efficiency. 
In the past, most precision farming assessments have concentrated on calculating 
economic returns and have not considered net energy yields.

Many modern agricultural inputs require large amounts of input energy 
(Table 2.1). Maximizing the efficiency of production inputs, through the adoption of 

taBlE 2.1
conversion Factors used to change corn Production inputs into Energy

agricultural Energy input

BESS model5 Pimentel et al.6
dias de 

oliveira et al.7 Shapouri et al.8

mJ/kg Btu/lb mJ/kg Btu/lb mJ/kg Btu/lb mJ/kg Btu/lb

Nitrogen (N) 51.2 22,030 66.94 28,803 57 24,526 43.0 18,505

Phosphorus (P2O5) 7.21 3,102 17.37 7,474 7.03 3,025 4.76 2,048

Potassium (K2O) 11.3 4,862 13.65 5,873 6.85 2,947 8.71 3,748

Herbicides 356 153,180 418.4 180,029 267 114,695 216 93,117

Seed 9.7 4,174 103.6 44,577 103 44,319 3.94 1,695

© 2011 by Taylor and Francis Group, LLC

http://www.bess.unl.edu/
http://www.bess.unl.edu/


Nutrient	Management	for	Improved Energy	Efficiency	 21

precision agriculture, will allow the targeting of more resources to zones where they 
are needed and a reduction of resource to areas where not required. Precision farm-
ing can be used to improve fertilizer, seeding, and irrigation rates as well as the bet-
ter targeting of insecticides and herbicides toward pests. This book focuses on using 
precision farming techniques for improving energy efficiency through improved 
nutrient management. Nutrients considered in this book include N, P, K, lime, water, 
and carbon. Nutrients can either be applied in returned crop residues, fertilizers, or 
manures. To compare findings and energy efficiency from different studies requires 
the ability to convert units from one form to another, clearly identified boundary 
conditions, and the ability to conduct an LCA (Table 2.2).

2.2.2  LiFe-cycLe assessment

An LCA is a compilation of the inputs, outputs, and the potential environmental impacts 
through the life cycle of the product.9 In an LCA, a “cradle-to-grave” or “cradle-to-
cradle” assessment is conducted to ensure that improvements or problems do not move 
up or down the supply or process chain. One common approach for conducting an 
LCA is to convert all inputs and outputs to energy following ISO 14040-14043 guide-
lines. LCA can be conducted either by using existing models or by developing new 
models using programs such as PRé SimaPro (http://www.pre.nl/simapro/).

The life-cycle analysis considered in this chapter is highlighted in Figure 2.1. 
In this production scenario, agricultural inputs are used to produce corn, which in 
turn produces ethanol and distiller’s dried grains with solubles (DDGS). In this sce-
nario, manure is not reapplied to the land (Figure 2.1).

The corn crop is produced from inputs such as fertilizers, herbicides, diesel for 
tractors, combines, and planters, seeds, and pesticides. The grain is then delivered 
to the ethanol plant which produces ethanol and DDGS. At the ethanol plant, corn 

taBlE 2.2
commonly used Energy-conversion Factors

unit 1 unit 2

1 J 0.239 cal

1 BTU 1.055 kJ

2.47 ac 1 ha

2.21 lb 1 kg

1 gal 3.79 L

1 U.S. bu corn 56 lb

1 U.S. bu wheat 60 lb

1 U.S. bu soybean 60 lb

1 U.S. gal gasoline 115,000 BTU

1 U.S. gal ethanol 76,000 BTU

During production of ethanol, 1 bu corn produces approximately 2.7–2.85 gal ethanol

During production of ethanol, 1 bu corn produces approximately 18 lb CO2

During production of ethanol, 1 bu corn produces approximately 18 lb of DDGS
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starch is converted to ethanol and CO2. Currently, 1 kg of corn grain produces 
approximately 0.48 L of ethanol, 0.32 kg of CO2, and 0.32 kg of DDGS.

Different papers have used different factors to convert agricultural inputs into energy 
(Table 2.1). Based on these differences, some studies have reported that corn pro-
duction consumes energy,6 while others have reported that corn production produces 
energy.8 In addition, across the United States, different states have different energy 
efficiencies.8,10,11 Regional variability is related to management practices and environ-
mental conditions having unique input requirements that maximize profitability.12–20

2.3  mEtHodS: BaSicS in EnErgy calculationS

Two common approaches to report energy efficiency are net energy yields and the 
output/input ratio.8 The energy gain is the difference between output and input ener-
gies, whereas the output/input energy ratio is a unit-less value that tends to increase 
with reductions in inputs. To optimize the amount of energy gained per unit area, 
an optimization analysis is conducted. At the optimum value, the last unit of input 
energy added equals the amount of output energy. If the ratio is used as the guide to 
control management recommendations, then in many situations decisions that do not 
maximize energy gains will be accepted. For example, Mamani Pati et al.14 reported 
that two corn plant populations had identical output/input ratio, yet the 149,000 
plants/ha had an energy gain of 65.7 GJ/(ha year) while the 74,500 plants/ha had an 
energy gain of 58.9 GJ/(ha year).

When calculating energy gains, the boundary conditions must be clearly iden-
tified. Different boundary conditions can produce different results. The BESS 
model version 2008.3.1 model used in this example was designed to calculate the 
energy gains and efficiency, greenhouse gas (GHG) emissions, and natural resource 
requirements of corn to ethanol biofuel production systems. Different scenarios are 
available for different production systems. The BESS model includes four compo-
nents: crop production, ethanol biorefinery, cattle feedlot, and anaerobic biodigester 
(optional). Field data obtained from Clay et al.2 was used in the following example.

2.4  StEP-By-StEP guidE to calculatE EnErgy gainS

Download the BESS model version 2008.3.1 at http://www.bess.unl.edu.

Step 1. Install the software by running the BESS 2008.3.1 setup.exe file and 
read the directions.

Step 2. Click the BESS icon on the desktop to start the software.

Corn
DDGS Livestock

Ethanol
plant

Liquid fuel
for cars

Agricultural
inputs

Manure

FigurE 2.1  Production system considered in the life-cycle analysis model.
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Step 3. Click on start the model to begin a simulation with BESS.
Step 4. Click on open a scenario. BESS model provides eight default simula-

tion scenarios that can be used to initiate simulation. These default sce-
narios can be easily altered to adapt the user’s needs for local information. 
In this analysis, select default simulation scenario 2, USA Midwest average 
(based on 12 states). A window shows four subpages: crop production, etha-
nol biorefinery, cattle feedlot, and biodigestor (optional) subpages of the 
input: operation settings.

Step 5. Fill in crop production data for the lower backslope in 2001. Select fuel 
consumption by field operation and no-tillage (Table 2.3).

Step 6. Modify the production values in scenario 2 with landscape-specific 
data from Clay et al.2 These data are summarized and converted to the 
appropriate units above. For this analysis, select itemized energy and GHG 
co-product credit. Co-products from ethanol biorefinery provide a life-cycle 
energy savings by displacing corn and urea in cattle diets.

Step 7. Click the button. Compute to run the simulation. When a run is 
completed, this page shows four operational pages: (1) input: operation 
settings, (2) output: individual scenarios, (3) output: scenario compari-
son, and (4) summary report.

Step 8. Click on summary report to see the output data. The summary 
report shows all input parameter values and output results as shown in 
Table 2.3.

Step 9. Repeat the analysis for the other landscape positions.
Step 10. Parameters included energy inputs, outputs, net energy ratio (NER), 

and energy gains for create the four simulation runs. Our results are given in 
Table 2.4.

taBlE 2.3
agricultural Energy input for lower and upper landscape Position

input Parameters

2001 2002

lower 
Backslope

upper 
Backslope

lower 
Backslope

upper 
Backslope

Productivity Corn yield (Mg/ha) 9.60 7.22 12.55 8.47

Soil C sequestration 
(Mg C/ha)

0 0 0 0

Material inputs Nitrogen (kg N/ha) 179.34 179.34 151.31 151.31

Manure (kg N/ha) 0 0 0 0

Phosphorus (kg P2O5/ha) 78.24 78.24 66.24 66.24

Potassium (kg K2O/ha) 0 0 0 0

Lime (kg/ha) 0 0 0 0

Herbicides (kg/ha) 5.25 5.25 5.25 5.25

Insecticides (kg/ha) 0 0 0 0

Seed (kg/ha) 25.11 25.11 25.11 25.25

Irrigation water (cm) 0 0 0 0
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2.5  rESultS and diScuSSion

The BESS program generates a summary report that includes simulation results, 
input settings, and internal model parameters. Total energy inputs is the sum of 
energy used to: (1) produce and transport N, P, and seed to the field, (2) conduct 
disking and planting, (3) produce the ethanol and distillers grain, and (4) produce 
the facilities and equipment (depreciable capital). Total energy output is the energy 
contained in the fuel plus energy contained in the co-products and is defined as, 
energy output (GJ/ha) = energy output in ethanol (GJ/ha) + energy output credit for 
co-product (GJ/ha). NER is equal to the ratio between energy output and energy 
input. Net energy value or energy gain is the difference between the energy output 
in ethanol included credit for co-product and the energy needed to produce ethanol 
(feedstock) or simply is the difference between output and input energies.

Findings from the above analysis showed that the energy gain was higher in the 
lower backslope than the summit/shoulder area. These results were attributed to 
higher yields in the lower backslope position. It may be possible to further increase 
the energy efficiency by developing higher yielding hybrids and varieties, improv-
ing the efficiency of the ethanol plant, adopting management practices that reduce 
N  and  P production requirements, applying only the N required to optimize the 
energy gain, subtracting the amount of nutrients contained in the manure from the 
fertilizer recommendations, reducing transportation requirements, and considering 
landscape variability when applying agricultural inputs.12,20–22

Across the midcontinent area of the United States, similar energy gains were 
reported for switchgrass (Panicum virgatum) (60 GJ/[ha year])23 and soybean (Glycine 
max) (50 GJ/[ha year]),24 whereas higher values (135 GJ/[ha year]) were reported for 
alfalfa (Medicago sativa L.).24 In Nebraska, Rathke et al.20 reported that tillage and rota-
tions also influenced energy efficiency. Across years, they reported that energy input 
requirements were lower in no-tillage (7.34 GJ/ha) than chisel plow (7.83 GJ/ha) and 
that energy inputs were lower for soybean. Lower input requirements were attributed 
to soybeans having the ability to fix atmospheric N so that N fertilizer is not needed. 
Rathke et al.20 also reported that continuous corn (98.0 GJ/ha) had higher energy gains 

taBlE 2.4
output data for life cycle analysis Parameters

year
landscape 
Position

input N, 
kg/ha

input P, 
kg/ha

corn 
yield, 
mg/ha

Energy 
input, 
gJ/ha

Energy 
output, 
gJ/ha

net 
Energy 
ratio

net Energy 
yield (gain), 

gJ/ha

2001 Lower 
backslope

179.3 78.2 9.60 53.8 96.8 1.8 44.4

Summit/
shoulder

179.3 78.2 7.22 43.4 73.9 1.7 31.5

2002 Lower 
backslope

151.3 66.2 12.55 65.2 124.4 1.9 61.4

Summit/
shoulder

151.3 66.2 8.47 45.3 81.6 1.8 39.2
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than continuous soybean (58.0 GJ/ha). It is important to point out that care must be used 
when comparing studies because  different boundary conditions may be used.

In the above example, manure was not applied to the land. However, signifi-
cant improvements in energy gains can be achieved through the land application 
of manure. Higher gains with manure result from reduction in the amount of fertil-
izers needed to optimize yields. The ethanol manufacturing process converts the 
starch in corn to ethanol, with the remaining nutrients become concentrated in the 
DDGS component, resulting in approximately tripling in the nutrient concentrations, 
when compared to corn grain. If the DDGS is used as a feed, then nutrients within 
the DDGS are used to meet the livestock daily requirements. Livestock utilize only 
10%–30% of these nutrients, excreting the remainder as manure.25 These calcula-
tions suggest that 70% of the nutrients originally contained within the grain could 
be reapplied to the land in the manure. To maximize the efficiency of these manure-
based nutrients, storage and application approaches should be used that minimize 
losses.26 For example, Reiman et al.26 showed that the net impact of manure place-
ment on total N was that deep manure injection (45 cm) had 31, 59, and 44 more kilo-
grams of soil inorganic N/ha than shallow injection (15 cm) 12, 18, and 30 months 
after application, respectively. These results were attributed to deep injection reduc-
ing the loss of nitrate-N.

2.5.1  Wisdom oF ethanoL Production

A worldwide debate concerning agricultural intensification, ethanol production, and 
energy efficiency is being conducted. Many people believe that agricultural inten-
sification and ethanol production are linked and therefore by adopting policies that 
promote ethanol production will (1) accelerate the deforestation of the tropical rain 
forest; (2) lead to water shortages, food costs, and widespread starvation; and (3) lead 
to higher commodity prices, which reduce the amount of land dedicated for sup-
porting wildlife. In addition, many people believe that ethanol production should 
not be supported because it consumes more energy than it produces. The energy 
efficiency of biofuel production has some basis in truth. For example, 30 years ago 
the development of ethanol from corn would have required more inputs than outputs. 
However, just like other industries, agriculture and the biofuel industries have made 
major improvements in becoming more efficient. For example, 30 years ago most 
fields were plowed, disked, and cultivated multiple times, whereas today many till-
age operations have been eliminated. In addition, many of the fertilizer inputs (N, P, 
and K) are the same as 30 years ago even though yields have increased significantly.

An often used argument against ethanol production is that its production consumes 
water. Keeney and Muller27 reported that each liter of ethanol produced consumes 
between 3.5 and 6 L of water. This water use must be compared with 19 L of water 
used per day by swine and 75 L used per day by beef or dairy. Water consumption 
must also be compared with other energy sources. For example, operating a 2400 W 
(2400 J/s · 3600 s = 8,640,000 J) fan heater for 1 h consumes 0.01 L of water if wind 
is the energy source, 0.26 L if solar is the energy source, 4.5 L if coal is the energy 
source, or 5.5 L if nuclear power is the energy source.28 If ethanol is the energy source then 
approximately 2.04 L of water (8,640,000 J · [1 BTU/1,055 J] · [gal ethanol/76,000] · 
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[5 gal water/gal ethanol] · [3.79 L/gal]) is consumed in the direct production of ethanol. 
It  should also be noted that some places in the world are short of water and other 
places have surpluses. In places with large surpluses, water utilization is a nonissue.

The primary benefits of biofuel production have been income for producers, jobs 
for rural communities, decreases in gasoline prices, and reduction in the use of fossil 
fuels. Building an ethanol plant provides a one-time boost to the local community 
and salaries for employees. The economic opportunities created by an ethanol plant 
can be substantial.29 Sneller and Durantee30 reported that at Plainview, Nebraska, 
the development of a 25 Mgal ethanol plant resulted in the creation of 33 new jobs, 
$30 million being paid to local farmers, and $128,772 paid in property taxes. This 
income is needed to help reverse the trend of declining rural populations.30–34 For 
example, recent population increases in Groton, South Dakota, were attributed to 
the James Valley Ethanol plant.30 At the local level, higher commodity prices help 
increase profitability. For example, in Iowa in 2008, Duffy35 estimated that produc-
tion costs for corn following corn was $604/ac, which was an increase of 18% from 
2007. The break even point for this system was $4.17/bu, and therefore returning to 
corn selling for less than $2.00/bu would likely bankrupt many producers.

At the regional level, ethanol production improves regional infrastructure, such as 
rail transport of biomass from farms to processing plants, and increases tax revenues 
shared by local, regional, and national governments. At the national and interna-
tional levels, ethanol production in 2004: (1) added $14 billion to the nation’s gross 
domestic product,31 (2) helped create 147,206 jobs in all sectors of the economy,31 
(3) resulted in $2.5 billion of tax revenue that was distributed to federal, state, and 
local governments,31 and (4) provided wealth needed for genetic improvements. In 
addition ethanol production reduces the price for gasoline from between 29 and 40 
cents/gal.34

Mass balance dictates that if grain is diverted to produce ethanol, then less is avail-
able for food. However, only a portion of the grain used to produce ethanol is diverted 
from the food chain. End products of the distillation process are almost equally dis-
tributed between ethanol (2.8 gal/bu), CO2, and DDGS. When the ethanol processing 
is complete, approximately one-third of the grain is exported as the livestock feed 
additive, DDGS, which has greater protein and nutrient content than raw corn.

The bottom line is that no matter what your feelings are about ethanol production, 
most agronomists and environmentalist agree that agricultural production and energy 
efficiency must increase. Due to a growing world population and a shrinking natural 
resource base (oil, arable land, and mined fertilizer), meeting food, fiber, and energy 
needs will become increasingly difficult. Pimentel and Giampietro36 estimated that 
for each new person added, approximately 1 ac of farm land is lost to urbanization 
and highway construction. By 2050, an increasing world population could reduce the 
per capita arable farmland from 1.8 ac in 1994 to 0.6 ac. In addition, the production 
of NH3-based fertilizer requires energy (natural gas), and both oil and phosphate rock 
are nonrenewable resources. It is estimated that peak P production will be reached 
between 2020 and 2040,37 while oil production is expected to peak between 2010 and 
2020. Phosphorus is especially critical because it is a required element in food produc-
tion and cannot be synthesized. Global warming further complicates the system and 
will likely result in a further need to increase energy efficiency. Meeting demands from 
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a growing world population will require infrastructure improvements and investments 
in production agriculture that will increase energy efficiency.

2.6  Summary

The example showed that energy gains were 30%–40% lower in corn grown in the 
summit/shoulder position than the lower backslope positions. Lower energy gains 
in summit/shoulder positions were attributed to lower yields and fertilizer inputs 
that were uniformly distributed across the landscape. Although not tested, it is 
likely that precision farming could be used to increase the energy gains and fertilizer 
efficiency in summit/shoulder areas.

2.7  SElEctEd modElS availaBlE For liFE-cyclE analySiS

There are numerous life-cycle models that have been used to assess agricultural 
activities. This chapter used the BESS model version 2008.3.1. This model was 
designed to calculate the energy efficiency, GHG emissions, and natural resource 
requirements of corn to ethanol biofuel production systems. The BESS model 
includes four components: crop production, ethanol biorefinery, cattle feedlot, and 
anaerobic biodigester (optional). The BESS model is available to the public for down-
load at http://www.bess.unl.edu. One of the most widely used model is the GREET 
model (greenhouse gases regulated emissions and energy use in transportation). This 
model has the capacity to evaluate and compare the environmental impacts of a 
wide range of renewable and conventional transportation fuels and motor vehicle 
fleets. The model includes detailed information on corn farming and chemical man-
ufacturing. The model and its documents are posted at http://www.transportation.
anl.gov/ modeling_simulation/GREET/. A third model is the Erg Biofuels Analysis 
Meta-Model (EBAMM) structured to provide a relatively simple, transparent tool 
that can be used to compare biofuel production processes. More information about 
this model is available at http://rael.berkeley.edu/ebamm/.
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3 Using	Precision	
Farming	to	Overcome	
Yield-Limiting	Factors	
in	Southern	Brazil	
Oxisols:	A	Case	Study

Telmo Jorge Carneiro Amado 
and Antônio Luis Santi

3.1  ExEcutivE Summary

Many agronomists have a limited understanding of Brazilian farming systems. It 
may be possible to increase the agronomy efficiency of these systems by adopting 
precision farming (PF) techniques. The purpose of this paper is to identify yield-
limiting factors (YLF) in Southern Brazilian farming systems, using PF as a tool to 
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improve soil and crop management. It is estimated that in Rio Grande do Sul State 
close to 1 Mha will be under PF by 2009/2010. Adoption of PF in this part of Brazil 
has increased exponentially over the past 7 years. Topics addressed in this chapter 
include (1) soil sampling for soil nutrients status evaluation; (2) soil nutrient vari-
ability in the field; (3) spatial and temporal variability of soil nutrient concentration 
in PF; (4) soil buffering capacity; (5) variable rate lime, phosphorus, and potassium 
applications; (6) real-time N applications using optical spectroscopy; (7) use of yield 
maps as a tool to improve soil management; and (8) water availability impacts on 
temporal yield variability.

3.2  introduction

3.2.1  evoLution oF soiL management in south BraziL

Natural ecosystems in Brazil range widely from temperate native grasslands to 
tropical rainforest. The expansion of agricultural activities into these biomes has 
occurred at different times. In Southern Brazil (Rio Grande do Sul, Santa Catarina, 
and Parana States) during the 1960s, wheat (Triticum aestivum L.) and soybean 
(Glycine max L., Merr.) crops replaced native grassland and araucaria forest 
(Araucaria brasiliensis Rich.), whereas agricultural development in the Cerrado 
(Tropical Savanna) and the North Brazil frontiers occurred later. Nowadays, the 
Cerrado region (Central Brazil) is the main agricultural region of the country. The 
dominant soil order in Brazil is Oxisol (Figure 3.1). These soils are largely used in 
agriculture under tropical and subtropical climate conditions. The Oxisols generally 
have good physical attributes and poor chemical characteristics. The chemical char-
acteristics of these soils generally include low basis saturation, high subsoil alumi-
num (Al) content, and high phosphorus (P) fixation capacity, whereas the physical 
attribute include deep horizons, high water infiltration rates, and high soil aggrega-
tion and good aeration.

FigurE 3.1  Oxisol profile under agriculture in Southern Brazil. Santo Augusto, RS. (Photo 
courtesy of Dirceu Gassen, 2006.)
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The soil management applied in the first three decades after land use change 
was poor with intensive plowing and disking operations and crop residue burning 
that resulted in bare soil exposed to intensive rainfall during several months of 
the year.1 The traditional cropping system in Southern Brazil is double cropping 
(wheat or cover crops as black oat in winter/soybean or corn in summer) resulting 
in frequent tillage operations during winter and summer seasons. Implementing 
this management in fields with undulating landscape and an annual precipitation 
ranging from 1500 to 1700 mm per year has led to extensive soil erosion,2–5 nutri-
ents losses, and depletion of soil organic matter (SOM). Cassol6 estimated that 
after 25 years of agriculture, two-thirds of agricultural lands of Southern Brazil 
had low SOM, poor water infiltration, soil structural degradation, compaction, 
and reduced availability of plant water. In this region, soil degradation resulted 
in the abandonment of many lands4 and contamination of water resources.5,7,8 The 
use of terraces for soil erosion control has not been generally effective. During 
the 1970s, Mielniczuk1 estimated that for each kilogram of soybean harvested, 
approximately 10 kg of soil were lost. Consequences of poor soil management 
were modest temporal yield increases and the need to replace nutrients lost 
through erosion with fertilizer inputs. In response, farmers and researchers during 
the early 1970s gradually improved their soil management practices by (1) reduc-
ing tillage intensity; (2) adopting practices where crop residues are not burned; 
and (3) avoiding winter fallow. The turning point occurred during the 1970s when 
tillage trials, conducted in Londrina and Ponta Grossa in the State of Parana, 
showed that no-till produced similar yields as conventional management with 
minimal soil erosion.5,9,10 At the same time, early adopters (pioneers) in Southern 
farmers started adopting no-tillage on their farms. Since the 1990s, no-tillage has 
been adopted at an annual rate of approximately 1.5 Mha year−1, reaching 25 Mha 
in Brazil (http://www.febrapdp.org.br/arquivos/BREvolucaoPD72a06.pdf). Even 
nowadays, it is not achieved the plateau (stabilization) due to no-till adoption in 
Central and North new frontiers.

Brazilian grain crop yields have been gradually increasing over the last decade. 
These increases are partially attributed to the success in no-till adoption. Nowadays, 
continuous efforts in soil management improvements are enhancing profits, improv-
ing nitrogen and energy use efficiency, reducing fossil fuel use, getting higher yields, 
and improving water quality. Preliminary work suggests that PF in Brazil can further 
increase farming and energy efficiency. In this context, the PF could be the new stage 
of the journey of improvement in soil and plant management in tropical and subtropi-
cal environments.

3.2.2  adoPtion oF Precision Farming in southern BraziL

Research conducted at São Paulo (ESALQ and UNICAMP), Parana (UFRP), 
Minas Gerais, and Cerrado (EMBRAPA) pioneered the use of PF in Brazil 
during the late 1990s. It was estimated that in 1999 there were 60 combines 
equipped with yield sensors.11 In 2000, the “Aquarius Project,” located in 
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Não me Toque, Rio Grande do Sul State implemented PF in commercial farms 
in South Brazil. This study used, as main practices, soil sampling, variable fer-
tilizer rates, and yield maps to increase farm profitability and increase input use 
efficiency. The partnership of AGCO (provide yield map and SGIS–Fieldstar 
system), STARA (provide fertilizer appliers, variable rate of subsoiling, plant-
ers with variable plant population), YARA (provide N-Sensor, optical spec-
troscopy and fertilizers), COTRIJAL (farmers cooperative provide fields), and 
UFSM (Federal University of Santa Maria carried out the research with gradu-
ate students) started with two fields consisting of 256 ha. Nowadays, the study 
has been expanded to 13 fields all located in the northeast of Rio Grande do 
Sul State. The dominant soil in this region is clay Rhodic Hapludox. The clay 
content in this soil varies from 400 to 600 g clay kg−1 soil. The average pre-
cipitation is approximately 1700 mm year−1, without dry season i.e., all months 
with more than 100 mm month−1, and the average annual temperature is 19.2°C. 
The weather is wet subtropic Cfa, in Koeppen classification. Other general soil 
features are gentle to moderate slopes, well drained, poor in natural soil fertil-
ity, especially in plant-available P, and acid soils with Al and manganese (Mn) 
toxicity. The main cash crops are soybean, wheat, maize, canola, and black oat 
(cover crop). Typical soybean, maize, and wheat yields are 3000, 7000, and 
2500 kg ha−1, respectively. The general cropping system is double cropping (two 
crops per year).

Aquarius Project has provided reference information needed for the expan-
sion of PF in Southern Brazil, as well as training for agronomists and consul-
tants. Important information provided by the Aquarius Project includes equipment 
requirements and PF research findings from soybean, wheat, and corn studies. 
Many farmers start PF through the application of variable rate fertilizers based on 
geo-referenced soil samples. Grid sampling sizes generally range from 1 to 5 ha. 
PF services, soil sampling, and variable application of fertilizers and lime are pro-
vided by farm cooperatives and private consultants. The farm cooperatives provide 
PF services even to small holders (30–50 ha) that generally are not able to afford 
private consultants costs.

3.3   mEtHodS and main EquiPmEntS 
and ProcEdurES uSEd

The results reported in this study were obtained from the “Aquarius Project” and 
trials on selected commercial fields that have been carried out by UFSM. All these 
areas were sampled using a regular grid of 100 m × 100 m (Figure 3.2).

The soil samples were collected based on a geo-referenced point located in 
the center of a grid cell (100 m × 100 m) (Figure 3.3). At each grid point, eight 
random cores were collected within a radius of 5 m having the point as center. 
When the cropland was fertilized in row, the cores including row and interrow 
were sampled.

Soil data were analyzed with soiltec-SGIS software (http://www.agco.com.
br/marcasSoilteqSGIS.asp?op=5). This SIG also was used to create yield maps, 
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FigurE 3.2  Soil sampling grid in Lagoa cropland with 126 ha located in Rio Grande do 
Sul State. (From Aquarius Project, 2009.)

FigurE 3.3  Protocol of soil sampling eight cores collected in a 5 m radius around the cen-
tral grid point used in Aquarius Project fields. (Adapted from Rehm, G.W. et al. Soil Sampling 
for Variable Rate Fertilizer and Lime Application, North Central Multistate Report 348, 
University of Minnesota, St. Paul, MN, 2002.)
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fertilizer prescription maps, and other documents for site-specific management. 
Also, the Campeiro software (http://www.rural.ccr.ufsm.br/pc5/apre_projeto.html) 
has been used. Campeiro is a Portuguese language PF GIS software developed by 
UFSM.13 It is in the seventh version and is used by many Brazilian producers and PF 
consultants. In this study, relationships among plant and soil attributes were derived 
using an electronic spreadsheet.

The strategy for variable-rate fertilization (VRF) in the Aquarius Project was to 
identify fertilizer responsive and nonresponsive field zones.12 In general, the main 
strategy was the reallocation of fertilizer from zones with high nutrient contents 
(above critical level) to lower nutrient contents (below critical level). Each field 
contained check (adjacent area) where uniform fertilizer was applied following 
traditional farmer practices. All the other soil and plant management practices 
were identical in the PF and check areas.

Equipments available for the application of VRF in Brazil and used in the 
Aquarius Project can be accessed at http://www.stara.com.br/web/index.php? 
menu=produtos&id=12. For broadcast fertilization Tornado (http://www.stara.com.
br/web/index.php?menu=produtos&id=44) and Hércules (http://www.stara.com.br/
web/index.php?menu=produtos&id=12) spreaders are commonly selected. Prior to 
2009, only broadcast VRF applications were used in the Aquarius Project. Since 
2009, producers can also select variable band fertilization and variable plant 
population rates using the Victoria planter (http://www.stara.com.br/web/index.
php?menu=produtos&id=8).

In Aquarius Project, the main fertilizers applications were done by broadcast 
nutrients with Hércules 7000 oriented by DGPS (Figure 3.4). The width of appli-
cation was set to 24 m.

Each nutrient was applied in separate operations. The average error between the 
planned fertilization and applied fertilizer rates was lower than 5% in six of the 
Aquarius Project fields.14 Fertilizer application followed the scheme in Figure 3.5.

(A) (B)

FigurE 3.4  Illustration of equipment, datavision, prescription map, and data storage used in 
variable fertilization rate in Aquarius Project. (From Dellamea, R.B.C., Eficiência da adubação a 
taxa variável em áreas manejadas com agricultura de precisão no Rio Grande do Sul, Mestrado 
em ciência do solo, Universidade Federal de Santa Maria, RS, Brasil, 2008, 162 pp.)
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When implementing the PF practices, farmer’s concerns about broadcast P fertil-
izer efficiency were noted. This concern was due to very slow P movement through 
Oxisol soil profile. Usually, the broadcast fertilization results in high concentration 
of P in the 0–0.05 m soil layer. In order to avoid very high soil P concentration in 
the upper soil layer, the fertilization strategy could be split in banded in row and 
broadcast application. The first fertilization was set up to 50% of the total P rate as 
uniform rate applied in row at seeding with traditional farm equipment. The second 
fertilization was broadcast variable rate application with Hércules spreader.

In the Aquarius Project, the crop yields were registered with combines equipped 
with yield monitors and Fieldstar system provided by Massey Ferguson (Figure 3.6).

FigurE 3.6  Combine equipped to PF.

FigurE 3.5  Variable fertilization with Hércules spreader in Aquarius Project. (From 
Dellamea, R.B.C., Eficiência da adubação a taxa variável em áreas manejadas com agri-
cultura de precisão no Rio Grande do Sul, Mestrado em ciência do solo, Universidade 
Federal de Santa Maria, RS, Brasil, 2008, 162 pp.)
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3.4  rESultS

3.4.1  soiL variaBiLity in southern BraziL FieLds

Soil nutrient variability has vertical and horizontal components,15,16 which can be 
increased through the application of fertilizers and use of no-tillage or other conser-
vation tillage practices.17 For research conducted in long-term no-till field denomi-
nate Coxilha located in Palmeira das Missões, Santi16 showed that average available 
P content (21.4 ppm) was three times higher in the surface 0–0.05 m than in the 
0.10–0.20 m layer (6.8 ppm) and that topsoil K concentrations were 3.8 times higher 
when comparing the same previous depths. Reactivity and concentration of P and K 
variability with soil depth can result in fertilization programs that require deep-band 
fertilizer aiming to stimulate the plant root growth and water-use efficiency.

In order to increase fertilizer efficiency in these high P-fixing soils, the fertil-
izer is often band applied. Banding the fertilizer in no-tillage systems can result in 
P concentration in row that may be two to five times higher than in the inter-row.18,19 
Capturing large- and small-scale variability is a challenge in mature no-till fields 
(Figure 3.7). In mature no-till, a shallow soil sampling depth would result in under-
fertilization, whereas a deep soil sampling protocol would result in overfertilization. 
On the other side, interrow soil sampling would result in overfertilization, whereas 
in row soil sampling in under-fertilization (Figure 3.7). In this case, a high num-
ber of cores including row and interrow sampling should be necessary to capture 
the spatial variability.12,19 The small-scale variability in no-till is a strong argument 
against the use of point sampling systems or reduced number of cores to compose a 
soil sample.12

The geostatistic analysis of two Rio Grande do Sul State fields, which have 
been in no-tillage for 10 years, is shown in Table 3.1. The Trindade do Sul, crop-
land is a 51.8 ha center pivot irrigated field with high available soil P coefficient of 

P vertical and horizontal variation in long-term no-tillage systems

Place of soil sampling

Interow

20110

20

D
ep

th
 (m

) 0
40 40

5

20 20
20

10

110 110
15
10

8

0.6 m 0.6 m

Shallow Deep
Row

Soil depth sampling

FigurE  3.7  Conceptual model of vertical and horizontal phosphorus variability in long-
term no-till Oxisol corn field. (Adapted from Murrell, 2005; Courtesy of Anghinoni, 2008.)
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taBlE 3.1
Statistic and geostatistic analysis of Soil attributes at 0–0.10 m Soil depth in two Fields in rio grande do Sul State

Soil attributes

Statistic analysis geostatistic analysis

minimum maximum average Sd cv nugget range Sill model class

Trindade do Sul field

Clay (g dm3) 64.17 81.28 74.01 4.58 6.19 2.431 510 21.008 Spheric Strong

pH H2O (1:1) 4.84 5.93 5.42 0.28 5.22 0.014 408 0.080 Spheric Strong

P (ppm) 1.00 45.50 14.43 8.98 62.23 43.904 102 80.583 Exponential Moderate

K (ppm) 133.72 295.11 213.87 39.59 18.51 308.346 408 1567.245 Spheric Strong

SOM (%) 3.27 4.10 3.64 0.21 5.80 0.014 156 0.045 Spheric Moderate

Al (cmolc dm3) 0.26 1.74 0.88 0.38 43.27 0.060 153 0.193 Spheric Moderate

Mg (cmolc dm3) 1.04 3.10 2.03 0.52 25.73 0.009 220 0.041 Spheric Strong

Ca (cmolc dm3) 2.65 6.89 4.59 0.95 20.62 0.183 459 0.896 Exponential Strong

CEC (cmolc dm3) 5.70 10.30 8.05 1.07 13.24 0.223 204 0.595 Spheric Moderate

Al saturation (%) 3.00 17.90 10.97 4.37 39.84 13.861 480 54.279 Spheric Moderate

Basis saturation (%) 44.00 75.60 59.22 7.37 12.44 5.137 204 19.102 Spheric Moderate

(continued )
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taBlE 3.1 (continued)
Statistic and geostatistic analysis of Soil attributes at 0–0.10 m Soil depth in two Fields in rio grande do Sul State

Soil attributes

Statistic analysis geostatistic analysis

minimum maximum average Sd cv nugget range Sill model class

Palmeira das Missões field

Clay (g dm3) 50.05 84.07 61.83 7.73 12.50 7.061 561 59.722 Spheric Strong

pH H2O (1:1) 5.75 6.75 6.27 0.25 4.03 0.016 385 0.064 Spheric Moderate

P (ppm) 11.31 23.75 15.86 3.57 22.48 3.556 255 12.712 Spheric Moderate

K (ppm) 118.82 278.45 186.89 30.50 15.94 183.346 416 930.037 Spheric Strong

SOM (%) 2.20 3.40 3.01 0.25 8.40 0.010 459 0.061 Spheric Strong

Al (cmolc dm3) 0 0 0 0 0 0 0 0 — —

Mg (cmolc dm3) 1.11 2.07 1.53 0.20 13.22 0.009 220 0.041 Spheric Strong

Ca (cmolc dm3) 4.68 7.56 6.00 0.68 11.28 0.082 488 0.459 Spheric Strong

CEC (cmolc dm3) 6.40 9.90 8.02 0.80 9.91 0.141 510 0.632 Exponential Strong

Al saturation (%) 0 0 0 0 0 0 0 0 — —

Basis saturation (%) 67.00 89.30 81.36 5.02 6.17 5.832 510 25.166 Exponential Strong

Source: Adapted from Amado, T.J.C. et al., Revista Brasileira de Ciência do Solo, 33, 831–834, 2009.
P and K determined by Melich-1 extractor.
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variation (CV) and a large difference between the minimum and maximum values.20 
Following the classification of Warrick and Nielsen,21 i.e., low variability at CV < 
12%, medium at 12 ≤ CV ≤ 62%, and high at CV > 62%, the P had high variability 
(62.2%) (Table 3.1). Also, this nutrient had the lowest range. Calcium (Ca), mag-
nesium (Mg), K, and Al had medium variability. While clay (texture), pH water, 
and SOM had low variability and high ranges. For comparative purposes, Table 3.1 
also shows results from a 58.2 ha Palmeira das Missões irrigated field. This field 
had better soil fertility management than Trindade do Sul field, which resulted in 
a lower P CV (22.5%) and slightly higher soil test P level than in the Trindade do 
Sul. A high CV for P and a range of 120 m was reported previously by Coelho11 for 
Brazilian soils.

SOM and pH variability frequently are related to topography and landscapes.12 In 
Trindade do Sul, the average slope is 6.0% while in Palmeira das Missões, the slope 
is 4.5%.20 Pretest erosion is an important factor impacting pH and SOM spatial vari-
ability. In landscape with concave or convex shapes, water erosion has reduced soil 
organic carbon (SOC) in backslope and shoulder areas, which in turn contributed to 
increased SOC contents in depressional zones.

3.4.2  variaBLe-rate PhosPhorus, Potassium, and Lime aPPLications

In a 21.9 ha field located in Vista Alegre (RS), P and K contour maps were developed 
(Figure 3.8). These maps show significant variability for both P and K concentra-
tion. In this field, the average available soil P was 22.9 ppm (Melich-1), with values 
ranging from 2.5 (minimum) to 47.3 ppm (maximum) and a CV = 43.6%, while 
the average soil K content was 226 ppm with values ranging from 84 to 348 ppm 
with a CV = 29.1%. Areas with P and K concentrations less than 15 and 120 ppm, 
respectively, were defined as below the critical levels. Thus, 29% and 14% of the 
field required additional P and K fertilizer, respectively. On the other side, P and K 
fertilizer could be saved on 8% and 41% of the field, respectively, due to high soil 
nutrient content.

It should be highlighted that in this field the zones that needed more P were not 
coincident with the areas requiring additional K. This way, two different fertilization 
recommendations were needed (Figure 3.9). For P, the triple superphosphate rates 
ranged from 152 to 326 kg ha−1, while for K rates ranged from 33 to 133 kg ha−1. These 
rates should be compared with the farm fertilization of 80 kg P2O5 ha−1 (equivalent 
to 200 kg ha−1 triple superphosphate) and 98 kg K2O ha−1 (equivalent to 169 kg ha−1 
potassium chloride) used in check as a reference.

Most of Brazilian Oxisols are naturally acid and may contain high concentrations 
of Al and Mn. In some situations, Al and Mn may be plant toxic. To increase yields 
and reduce Al and Mn toxicity typically, 2–3 Mg ha−1 of lime is applied uniformly in 
no-tillage fields every 4–5 years. Using variable-rate technology, it may be possible 
to reduce the total amount of lime applied across mature no-till fields. For example, 
in a 38 ha Nei Manica’s field, the total amount of lime applied was reduced by 31% 
(Figure 3.10) relative to a uniform rate of 3 Mg ha−1.
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FigurE 3.8  Phosphorus and potassium spatial variability in soil samples at 0–0.10 m in Juliano Michelini’s field with 21.9 ha located in Vista Alegre, 
RS. (From Aquarius Project, 2009.)
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FigurE 3.9  Variable fertilization recommendation in Juliano Michelini’s field. The P fertilization was done with triple superphosphate (A) and K 
with potassium chloride (B). (From Aquarius Project, 2009.)
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3.4.2.1  yield response to variable-rate Fertilizer
The average corn (Zea mays L.) yield obtained in Nei Manica’s rainfed field was 
8.867 kg ha−1 ranging from 4.346 kg ha−1 (minimum yield) to 11.520 kg ha−1 (max-
imum) with 13% moisture (Figure 3.11). The yield in the PF treatment was 13% 
higher than in the adjacent reference field. Over a number of PF fields investigated 
in the project, PF on average increases corn yield by 14% when compared to 
check fields.

The higher corn yields under PF resulted in increased gross income (increase in 
the yield combined with savings in fertilization inputs) of US$ 150 ha−1 when com-
pared to traditional farmer management.14 In soybean fields, PF increased soybean 
yield on average by 10% compared to check fields, resulting in an average increase 
in gross income of U$ 51 ha−1.14 From the gross income, it is necessary to debit the 
investment in equipments, soil analysis, and other costs of PF. The positive eco-
nomic results of PF could be explained by improvement in the knowledge of soil 
nutrient status associated with intensive soil sampling, improvement in  nitrogen use 
efficiency (NUE) by reallocation of fertilizer from nonresponsive zones to responsive 
ones in VRF, and better fertilizer recommendation.

3.4.3  temPoraL variaBiLity in soiL nutrients

A benefit of PF is a reduction in size of field areas with low nutrient concentrations. 
When the first soil samples were collected in 2001 in Lagoa field, 54% of the field 
contained areas deficient in P. In 2003 and 2005, these areas were reduced to 29% 

3500.00
Classes: (ha)

S
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N
W

4.98
2500.00 15.67
1500.00 9.96
1000.00 6.20

FigurE  3.10  Variable-rate lime application in Nei Manica’s field with 18 ha located in 
Não me Toque, RS. (From Aquarius Project, 2009.)
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and 8%, respectively. This way, the soil P content was gradually brought to a range 
considered as ideal. These results suggest that PA was an efficient tool to reduce the 
size of areas where yield losses due to P deficiencies were occurring (Figure 3.12). 
After that, the remain soil P variability is not more a YLF, because the soil P content 
is already above the critical level in the whole field.11

Similar results were observed in a field located in Santo Antônio (RS), where 
after only 2 years, the share of low P areas decreased from 58% to 8% (Figure 3.13).

PF techniques in short term may not eliminate soil nutrient spatial variability. To 
help assess P and K fertilizer progress, lower and upper soil nutrient desirable levels 
were identified. For soil P (Melich-1), the target range was 15–30 ppm at 0–0.10 m, 
whereas for K, a target range between 150 and 300 ppm was established. In two 
fields, PA helped reduce the field areas outside these values (Figure 3.14).

3.4.4   PhosPhorus and Potassium aPParent soiL BuFFer 
caPacity determined By nutrient BaLance

In Oxisol soils with high buffering capacity, fertilizer applications in excess of the 
crop removal rates may be needed to meet the needs of the plant to sustain high 
yields. In a 57 ha Coxilha field located in Palmeira das Missões, Santi16 found that the 
apparent P and K buffer capacities in the 0–0.10 m depth were 16 kg P2O5 ha−1 and 
2.9 kg K2O ha−1 for each ppm of available P (Melich-1) and available K, respectively. 
Contrasting with this result, lower P buffering capacities were previously observed in 
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FigurE 3.11  Corn yield in 2007 in Juliano Michelini’s field located in Vista Alegre, RS. 
(From Aquarius Project, 2009.)
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FigurE 3.13  Temporal evolution of P content in Jairo Kohlrausch’s field with 13 ha after 
two variable-rate fertilizations in Santo Antônio, RS. (From Aquarius Project, 2009.)
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FigurE 3.12  Lagoa field temporal evolution in soil P content with successive variable-rate 
fertilizations in Não me Toque, RS. (From Aquarius Project, 2009.)
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FigurE 3.14  Temporal evolution of soil P (Jairo Kohlraush field in Santo Antônio, RS) (A) and K (Gilberto Maldaner field in Lagoa Três Cantos, RS) 
(B) after two variable-rate fertilizations. (From Aquarius Project, 2009.)
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a Mollisol located in Illinois (United States). Franzen22 found that to increase soil P 
and K concentrations by 1 ppm in the surface 0.15 m of that soil, 6.5 kg P2O5 ha−1 and 
6.7–8.0 kg K2O ha−1 were required. These results suggest that the apparent P buffer-
ing capacity in the Oxisol (Brazil) soil was approximately three times higher than in 
the Mollisol (United States), whereas the apparent K buffer capacity was half. These 
discrepancies between the Oxisol and Mollisol buffer capacities probably are related 
to differences in soil mineralogy. The Oxisol was composed of low-activity clay 
mineral as kaolinite 1:1 layer silicate (500 g clay kg−1 soil) rich in Fe and Al oxides, 
while the Mollisol was composed of high-activity clay mineral as montmorillonite 
2:1 layer silicates.

The soil’s P and K buffering capacities contained spatial variability and influ-
enced the impact of the fertilizer on the plant nutrients availability (Figure 3.15). 
Gray areas represent zones where the addition of fertilizer had a minimal temporal 
impact on soil nutrient concentrations (very high buffer capacity), whereas green 
zones were areas where large changes in soil nutrients were measured (low buffer 
capacity). These results highlight that the buffer capacity is site specific and it should 
be investigated specially for the high-fixing soil classes in order to optimize decision 
rules for VRF.

3.4.5   variaBLe-rate nitrogen FertiLization in reaL time 
using oPticaL sPectroscoPy

In the 2008–2009 growing season, we started the use of real-time variable-rate 
N fertilization with YARA N-Sensor ALS (http://www.yara.com/products_services/
fertilizers/support_services/support_tools/) in the Aquarius Project. The YARA 
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FigurE 3.15  Spatial variability of apparent buffer capacity of phosphorus (A) and potassium 
(B) in Colorado cropland, Palmeira das Missões, RS. (From Santi, A.L., Relações entre indica-
dores de qualidade do solo e a produtividade das culturas em áreas com agricultura de precisão, 
Universidade Federal de Santa Maria, Santa Maria, RS, 2007, 175 pp. [Tese de Doutorado].)
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N-Sensor is being used in large scale in Europe where approximately 800 units 
were used in spring 2009, mainly in Germany and in the United Kingdom. This 
sensor provided real-time remote sensing information to Hércules 7.000 fertilizer 
spreader (STARA), allowing the N fertilization on-the-go as shown in Figure 3.16. 
The YARA N-Sensor provides vigor index readings that are converted to N fertilizer 
prescription by an algorithm (Figure 3.16).

In Brazil, the traditional corn N fertilization program is to apply one-third of 
the total N rate at seeding and the remaining two-third of the N rate in two top-
dressed fertilizations. Due to high leaching potentials, pre-seeding N applications 
are not used. In Rio Grande do Sul State, the traditional corn N fertilization pro-
gram is a broadcast application of between 80 and 120 kg N ha−1 of urea. The 
N fertilization rate is determined based on SOM content, previous crop (legume or 
graminea) and yield goal.23 In 2009, two experiments were carried out in rainfed 
corn fields using the YARA N-Sensor. The strategy used was to apply uniform 
rates of 27 kg N ha−1 at seeding and 32 kg N ha−1 at V-4 (first topdress), followed 
by a variable-rate application of on average 91 kg N ha−1 at V-8 (second topdress) 
with N-Sensor base rate. The option for using a uniform N rate at V-4 is a relatively 
weak relationship between N-Sensor readings and corn N status when the plant 
biomass is still low.

This sensor was tested in the Cruz Alta trials. In this study, there were three 
replications per treatment (Figure 3.17). In this figure, it is possible to check the 
variability of the vigor index calculated from N-Sensor reading and the respective 
N fertilizer prescription given by the N-Sensor at 8-V in each of these replicated 
strips. In the first left strip (first block), there were the highest vigor index read-
ings (greenish colors) and, as a consequence, the lowest recommended N fertilizer 

FigurE  3.16  N-Sensor ALS (YARA) with Hércules 7.000 spreader (STARA) during 
top-dress variable-rate N fertilization in real time. Cruz Alta, RS. (Photo courtesy of Telmo 
Amado, 2009.)
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rates (reddish colors), as can be seen in the prescription map (first left strip of the 
second block). On the other side, the lowest vigor index readings were obtained 
in the second strip of the first block and, therefore, highest N fertilizer rates were 
recommended for this replication (second strip of the second block). The principle 
of N-Sensor is to estimate the plant N nutrition status through vigor index readings 
that are closely related to the current N uptake of the crop. This way, where the N 
nutrition status is satisfactory, the N fertilizer is partially reallocated to other zones 
where the N status is deficient, increasing the NUE.

In Brazil, the mineral soil N (NO3 + NH4) content at the beginning of the grow-
ing season usually shows low relationship with N uptake at flowering and corn yield. 
These results are attributed to intense rainfall through the corn-growing season 
resulting in risk of mineral N leaching. Rains with 100 mm over a 2-day period are 
not unusual. The intensive leaching process in tropical and subtropical wet climates 
explains why mineral soil N is not as useful a parameter to N fertilization programs 
as it is in North America for instance. In Brazil, SOM is the main soil parameter 
considered in N fertilizer program. Although, SOM also has some limitations in 
advance predicting N mineralization, i.e., the process of conversion of organic N to 
mineral N forms that are uptaken by plants, and as consequence, the soil N credits 
necessary to adjust the top-dress N fertilization. This way, in wet tropical and sub-
tropical climates, the soil parameters have serious limitations in estimating with 
accuracy the soil N credits. In this situation, real-time N fertilization with optical 
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FigurE 3.17  Spatial variability of vigor index and N prescription by YARA N-Sensor. 
Cruz Alta, 2009. (Courtesy of Bragagnolo, 2009.)
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spectroscopy has high potential to improve the efficiency of fertilization in tropical 
and subtropical wet environments.

Findings from a field located in Tio Hugo (RS), where an N strip experiment 
(350 m long × 15 m wide) was carried out, are shown in Table 3.2. All treatments 
received the same base dressing at seeding (27 kg N ha−1). N rates at topdressing 
were varied between 0 kg N ha−1 (control) and 133 kg N ha−1, applied at V4 and V8 
corn stages (six treatments). The data shows significant yield response to N fertilizer. 
Treatments 2 and 3 are the traditional farm N fertilization over the years accord-
ing to the common relation of fertilizer cost and corn price. Treatments 4, 5, and 6 
were designed to achieve the highest yields and NUE. Results showed that the high 
traditional farm N fertilization rate (treatment 3) had the highest NUE and achieved 
95% of the highest yield. The low traditional farm N fertilization rate (treatment 2) 
showed lower corn yield and NUE. The treatment 1 had only base dressing at seed-
ing and it showed the lowest yield. The treatment 5 with YARA N-Sensor was 
among the highest yielding treatments. Increasing the N fertilization rate above the 
optimum was associated to a decrease of NUE as expected. It should be noted that 
during the study, a late drought probably reduced the maximum yields. This study 
was one of the first with real-time variable rate of N fertilization in Brazil. Although 
the results obtained are not conclusive, they show a potential of this tool to improve 
N fertilization program. Next year trials with corn and wheat will be carried out in 
Brazil to confirm the potential of the N-Sensor in improving N fertilization in wet 
tropical and subtropical climates.

3.4.6  yieLd maPs as a tooL to imProve soiL management

The yield zones of corn fields in the Aquarius Project were defined as low 
yield = average field yield × 0.95, medium yield = average field yield × 1.05 and 
high yield > average field yield × 1.0524 (Figure 3.18). In three fields in 2007/2008, 

taBlE 3.2
corn grain yield and nuE with uniform rates of topdress Fertilization 
and Based on the Sensor-Based nitrogen rate

treatment
grain yield, 

kg ha−1

relative 
yield, %

yield response, 
kg ha−1

nuE, kg grain kg−1 of 
applied n topdress

1.  27 kg N ha−1 at 
seeding (control)

5478 63 — —

2. 80 kg N ha−1 a 6306 72 828 15.6

3. 120 kg N ha−1 a 8286 95 2808 30.2

4. 140 kg N ha−1 a 8460 97 2982 26.4

5. 150 kg N ha−1 SBNRa 8662 99 3184 25.9

6. 160 kg N ha−1 a 8726 100 3248 24.4

Source: Aquarius Project (2009).
a Topdress fertilization applied at four and eight-leaves corn. First topdress with 32 kg ha−1, second 

topdress with the remaining.
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the average corn yields were 8.820, 9.900, and 11.100 kg ha−1. These high yields 
were attributed to timely rainfall and the good plant and soil management practices 
adopted by the producer. It should be highlighted that these fields have been man-
aged under continuous no-till for at least 10 years. Among the good soil manage-
ment practices, it should be highlighted, the crop rotation adopted. Summer crop 
rotation (soybean/corn) and winter cover crops (black oat [Avena strigosa Schreber], 
common vetch [Vicia sativa (L.) Walp.], radish oil [Raphanus sativus L.]) were used 
in these fields to increase biodiversity and improve soil quality. The low yield zones 
were primarily located on the field borders (Figure 3.18). These border areas are 
subject to intensive transit of machines and equipments and, therefore, are prone 
to soil compaction. Also, these areas are close to native forest and natural pastures, 
which increases the pest attacks. In the entrance and exit of the fields is common 
errors of yield data register by the combine. These errors were eliminated in order 
to avoid misinterpretation in the field margins. Ponteli25 investigating soybean and 
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FigurE 3.18  Spatial variability of low, medium, and high yield in three rainfed corn crop-
lands (A, B, C). (From Aquarius Project, 2009.)
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corn yield maps in Palmeira das Missões (RS) reported that due to erosion, low 
yield zones were associated to low SOM contents in the ondulating landscape of 
Southern Brazil.

In order to identify the YLF, two rainfed and two irrigated fields were selected for 
study. For this analysis, the field was split into cells with the dimension of 17 m × 17 m 
(rainfed areas) (Figure 3.19) and 13 m × 13 m (irrigated areas) (Figure 3.20) were cal-
culated. The data were interpolated with inverse of square with a distance of 100 m 
using the software CR-Campeiro5.

17 m

17
 m

FigurE  3.19  Lagoa field (Não me Toque) with 132 ha and Coxilha field (Palmeira das 
Missões) with 57 ha both are rainfed areas. (From Santi, A.L., Relações entre indicadores 
de qualidade do solo e a produtividade das culturas em áreas com agricultura de precisão, 
Universidade Federal de Santa Maria, Santa Maria, RS, 2007, 175 pp. [Tese de Doutorado].)
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S
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FigurE 3.20  Croplands in Trindade do Sul with 57 ha (A) and Palmeira das Missões with 
55 ha (B). The two croplands are irrigated with pivot Central. (Courtesy of Lemainski, 2008.)
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In Coxilha field, in order to investigate the temporal yield stability, six yield data 
were analyzed: soybean 2001, corn 2002, wheat 2002, soybean 2003, soybean 2004, 
and corn 2005. The yields were normalized based on average field yield to each year 
in order to allow a temporal analysis. In Lagoa fields were registered: maize 2002, 
wheat 2003, soybean 2003, and maize 2005.

The cumulative normalized yield maps of rainfed fields are presented in Figure 
3.21 and the cumulative yield maps of irrigated fields are shown in Figure 3.22. 
Based on these maps, five points in each yield zone were selected for further inves-
tigation of YLF.

Among soil physical attributes, the infiltration has been considered one of the best 
soil quality indicator because it integrates many other attributes such as soil struc-
ture, porosity, soil resistance, bulk density, and soil compaction. Cooper26 reported 
that in high-yield fields, the most common limiting factor is plant water availability. 
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FigurE 3.21  Cumulative normalized yields in two rainfed fields—Lagoa and Coxilha 
croplands. Points select in low, medium, and high yield zones in order to investigate soil 
physic attributes. Croplands are located in Não me Toque and Palmeira das Missões, RS. 
(From Santi, A.L., Relações entre indicadores de qualidade do solo e a produtividade 
das culturas em áreas com agricultura de precisão, Universidade Federal de Santa Maria, 
Santa Maria, RS, 2007, 175 pp. [Tese de Doutorado].)
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In Palmeira das Missões and Lagoa rainfed fields, Santi16 performed five infiltration 
tests in each selected grid point using the Cornell Sprinkle Infiltrometer described 
by Van Es and Schindelbeck27 (Figure 3.23). Santi16 reported that in the Palmeira 
das Missões field, runoff started after 10, 17, and 27 min in low-, medium-, and high-
yield zones, respectively. At the Lagoa field, the runoff started at 9, 12, and 16 min 
in the low-, medium-, and high-yield zones, respectively (data not shown). In Lagoa 
field (Não me Toque), the test was performed at two different times in March and 
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FigurE 3.22  Cumulative normalized yields in two irrigated fields—Trindade do Sul 
(A) and Palmeira das Missões (B). Five points were selected in low (red color) repre-
sented by number 3, medium (yellow color) represented by number 2, and high (green 
color) yield zones in order to investigate soil physical attributes. (Courtesy of Lemainksi, 
2008.)
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FigurE 3.23  Infiltration in three yield zones evaluated by Soil Quality Test Kit Guide/
USDA-ARS in two rainfed fields. Means followed by the same letter are not different by 
Tukey test (p < 0.05). (From Santi, A.L., Relações entre indicadores de qualidade do solo e 
a produtividade das culturas em áreas com agricultura de precisão, Universidade Federal de 
Santa Maria, Santa Maria, RS, 2007, 175 pp. [Tese de Doutorado].)
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November 2005. The results show that, in both fields, the high-yield zone had higher 
infiltration while the low-yield zone had lower infiltration.

Santi16 established the relation between average relative yields for soybean 
(3 years) and corn (2 years) with the infiltration. In that research, Santi16 made five 
replications of the infiltration to each point (five points in each yield zone) using 
double rings as proposed by Bouwer.28 The results are presented in Figure 3.24.

In an irrigated Trindade do Sul field (Figure 3.21A), Amado et al.20 reported that 
average black bean (Phaseolus vulgaris L.) yields (2005 and 2006) were 1.0 Mg 
ha−1 (low yield zone), 1.2 Mg ha−1 (medium yield zone), and 1.5 Mg ha−1 (high yield 
zone), while in Palmeira das Missões, the average corn yields (2003 and 2004) 
were 6.9 Mg ha−1 (low yield zone), 8.7 Mg ha−1 (medium yield zone), and 9.7 Mg ha−1 
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(high yield zone). Plant-available water (6–1500 kPa) and aggregate sizes were also 
influenced by yield zone. Low-yield zone tended to have lower water holding capacity 
(Figure 3.25), whereas high-yielding zones had larger aggregates (Figure 3.26).29,30 
The large size aggregates may be associated with water infiltration rates described 
above and soil quality in general.

3.5  concluSionS

The large-scale adoption of no-till since the 1990s in Brazil and other South 
American countries was an important step forward to improve soil management, 
allowing expansion of the cropped area, erosion control, and increasing crop yields. 
The rapid adoption of precision agriculture since 2000 associated with no-till rep-
resents the next step to sustain high yields and efficient use of inputs in tropical and 
subtropical climates. VRF based on grid soil sampling was the entrance point to 
precision agriculture in Brazil. Yield mapping still is in a stage of incipient adoption 
and its use should grow in next few years.

A series of experiments were conducted to assess the YLF on Southern Brazil 
Oxisols. Factors that limited yields were soil nutrient contents, nutrient buffer-
ing capacity, water infiltration, and plant-available water. Grid soil sampling was 
an important tool for identifying zones with nutrient concentrations below the 
critical level. The study also identified that spatial variability of nutrient buffering 
capacity should be assessed in Oxisols. Variable-rate applications of fertilizers 
and lime made it possible to reduce the amount applied in field zones where the 
nutrients already were high or very high, allowing a reallocation to zones with 
low nutrient contents. In general, under PF, it was possible to reduce the fertilizer 
and lime inputs in relation to traditional farmer practice. Inspection of yield maps 
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suggested that in eroded zones and field margins, yields were limited by soil com-
paction, depleted SOM, reduced water infiltration, and reduced soil water-holding 
capacity.

The site-specific management should have a holistic approach of soil manage-
ment with evaluation of chemical, physical, and even biological indicators in order 
to establish the main interventions necessary to improve soil quality and sustain 
long-term high crop yields. In order to achieve this objective, vigor maps (optical 
spectroscopy) and yield maps that use the plant as an indicator of soil quality could 
be an efficient approach to be used complementary to soil fertility maps.
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4 Collecting	and	Analyzing	
Soil	Spatial	Information	
Using	Kriging	and	
Inverse	Distance

David W. Franzen

4.1   ExEcutivE Summary

Using appropriate soil sampling techniques can increase energy efficiency and 
reduce the amount of nutrients required to maximize yields. Many crop nutrient 
needs and rates are determined through the use of soil testing.1 Soil nutrient rec-
ommendations protocols, which relate a soil nutrient extractant or other measure-
ments with a relative supply and availability for specific crops, have been developed 
for most of the United States and many parts of the world. These procedures are 
constantly under scientific scrutiny for their continued usefulness and levels of 
confidence (North American Proficiency Testing Program, Soil Science Society of 
America, Madison, WI). This chapter presents methods of obtaining representa-
tive grid samples and processing them in a manner that will maximize confidence 
in the resulting nutrient recommendations. There are many geographic areas in 
which zone sampling has replaced grid sampling; however, some of the principles 
presented here should also be considered in zone-sampled fields. Data and direc-
tions for calculating inverse distance weighting (IDW) factors and semivariances 
are provided.
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4.2   introduction

4.2.1   samPLing Patterns

Grid sampling is used and preferred in regions where past fertilization or manure 
application has been high.2–5 In many fields, native fertility levels have been masked 
by past fertilizer and manure applications. Grid sampling is used when there is no 
apparent logical method of dividing a field into relatively homogeneous areas. A suf-
ficiently dense grid of samples is obtained to reveal fertility patterns within a field. 
It may be that the field is relatively uniform in fertility level, but this will only be 
revealed through sampling.

There are several sampling pattern strategies that might be considered for grid 
sampling.6,7 These include random (Figure 4.1); regular systematic (Figure 4.2); stag-
gered start systematic, sometimes called triangular or diamond (Figure 4.3); clus-
tered (Figure 4.4); and systematic unaligned (Figure 4.5). A random sampling might 
be considered in a field with no recent history of fertilization or manure, such as a 
government set-aside program, breakout field, or an old pasture to be converted to 
cropland. Regular systematic approach was common grid sampling in the era before 
global positioning system (GPS) receivers. This approach allowed a sampler to use a 
tachometer or even “step off” distances to achieve the desired pattern. A staggered 
start systematic recognized that systematic errors in one direction might be possible, 
and the start and end of each sampling rank were offset to try to compensate for 

X X

X
X

X

X

X

X

X

FigurE 4.1  Example of random sampling.
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FigurE 4.2  Example of random cluster sampling.
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these errors in one direction. The clustered approach is a type of random sample that 
might help to measure small-scale variability and larger-scale variability by group-
ing two to three sample core composites around random points a number of loca-
tions within the field. The systematic unaligned grid was made practical through a 
combination of GPS and field software that allows the locating of random grid points 
within a systematic grid. This approach minimizes the effects of systematic errors in 
two directions. The systematic unaligned grid is probably the method most used by 
commercial grid samplers today.
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FigurE 4.3  Example of regular systematic grid sampling.
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FigurE 4.4  Example of staggered start (or triangular or diamond) grid sampling.
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FigurE 4.5  Example of systematic unaligned grid sampling.
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4.2.2   causes oF samPLing errors

Systematic errors at both small (0.3–1 m) and larger scales (10–30 m) are endemic in 
fields that have received some differential management and crop removal rates over 
the past 100 years. These errors can result from many factors including (1) planting 
in the same direction year after year, (2) applying banded fertilizer either with the 
seed or on a separate trip, (3) differentially applying manure, and (4) having dif-
ferent rotations in different portions of the field. One source of error generally not 
considered is systematic errors resulting from broadcast fertilizer applications. Dry 
fertilizer pellets of one type are almost always different in size or density, so the dis-
tances they travel laterally behind a spinner-type applicator are different. Depending 
on the source of fertilizer, there may be significant fertilizer dust present. Blended 
fertilizers also always contain pellets and crystals of different sizes. Low-density 
fertilizer and dust fall close to the center of the fertilizer pattern if applied using 
spinner spreaders. High-density fertilizer pellets are flung farther out into the pat-
tern. The history of commercial fertilizer application began as early as the 1860s,8 
so residual patterns from the early years of spinner spreader fertilization can still 
be seen. Pneumatic boom-type dry fertilizer applicators do not have the same den-
sity issues as spinner spreaders, but product and size segregation are still possible. 
Boom-type pneumatic granular applicators were not commonly used in the United 
States until the late 1980s. Even pneumatic boom-type applicators are not immune 
to spread pattern anomalies.9 Fertilizer patterns have varied from about 12–24 m in 
width over the years.

Even before commercial fertilizers and continuing to present day, manure appli-
cation was and is even more prone to systematic errors. Dry manures in particular 
are difficult to manage depending on their condition. In early years, manures were 
simply shoveled out of a wagon. Some early mechanized manure applicators did 
little more than simulate the process. Modern manure applicators can be calibrated 
to more evenly apply manure, but how many growers actually take the effort to cali-
brate and apply evenly in a field is unclear. There is, therefore, sufficient reason to be 
concerned when samples follow a regular grid. A linear series of samples might be 
taken in an area severely underfertilized, and another might be obtained in an area of 
overfertilization in the same field.10 Recent studies have emphasized the importance 
of proper rate and spread pattern calibration of variable-rate applicators.11,12

Selecting a system, such as the systematic unaligned grid, minimizes the effect 
from streaks of under- and overfertilized areas of a field from fertilizer/manure appli-
cation traffic. Fields have also been consolidated over the years, therefore assuming 
that the present planting direction has always existed since prairie breakout is unrea-
sonable. The direction of fertilizer application may have been turned 90° from the 
original direction by the new operators.

Sampling in fields with banded P and K fertilizer applications is an additional 
challenge due to small-scale variability. Banding more than small amounts of non-
mobile fertilizer nutrients leaves a residual level of elevated soil test P and/or K levels 
in the immediate region of the band.2 If the bands are related in direction to the row 
stubble after harvest, it is relatively simple for a sampler to avoid the enriched band 
under the stubble after the first year. However, after the second year, the sampling 
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strategy is more difficult. Some studies have suggested the use of a sample core tran-
sect taken perpendicular to the row direction2 and increasing the number of sample 
cores for each sample composite. This strategy would lend itself to grid-point sam-
pling, rather than grid-cell sampling.

4.2.3   coLLecting comPosite samPLes and grid density

Once the basic grid strategy has been chosen, it is necessary to consider the proto-
cols for obtaining each individual composite sample. Surface and subsurface com-
posite samples might have different protocols. Under most situations, a composite 
sample should not consist of a single core. Typically, between 5 and 8 individual 
samples should be composited for each surface sample. Five might be used when 
banding is not an issue, while eight or more might be prudent in fields with a history 
of banding. In many situations, fewer cores are composited from subsurface sam-
ples. Many practitioners composite from one to five soil cores for subsoils, when 
the analyses are intended for nitrates, sulfates, and chlorides. This recommendation 
depends on the diameter of the sampling core tube and field variability. When first 
sampling a field, erring on the high side of sample core number for each composite 
sample is advised.

Grid-point sampling uses the grid point identified by the sampler as the center of 
a small area, usually not more than 3 m radius, to obtain the additional two to eight 
soil cores that will represent the grid-point composite. The basis for using a grid 
point is that it addresses small-scale variability better than grid-cell sampling and 
is practically faster to obtain the sample cores. In grid-cell sampling, the additional 
two to eight sample cores are obtained randomly throughout the cell, although some 
guidelines limit the area to an 80 ft radius around the grid-point location. Most stud-
ies examining the strategies have found grid cell to produce better data.13,14

A number of studies have examined the effect of grid soil sample density on the 
ability to represent the “true” status and pattern of nutrients in a field. Wollenhaupt 
et al.13 determined a 60 m grid was necessary to represent field P and K patterns. 
Franzen and Peck15 found that a 67 m grid, or about 1 sample 0.405 ha−1, was nec-
essary to represent field pH, P, and K levels in two 12.5 ha fields. Ferguson and 
Hergert16 recommended that in Nebraska, the optimum grid sampling density is 
1 sample 0.405 ha−1. The expense and time required for such an intensive sampling 
has led many growers to use a less dense sampling protocol. To maximize returns, 
appropriate protocols should be used. In regions where soil test P or K levels are 
high, a lower sample density would be expected to provide similar recommendations 
to the grower. However, in fields where lower nutrient levels are present, the lower 
density might result in significant underfertilization, whether the recommendations 
are based on either a buildup maintenance or sufficiency approach.17

To illustrate the effect of sample density on soil fertility patterns, Figure 4.6 shows 
a plot of soil pH values of soil samples taken to a 15.2 cm depth in an Illinois field 
near Mansfield, about 32 km west of Champaign. The data are part of a long-term 
sampling project terminated in 2001 but begun in 1961. The entire data set from the 
project that also includes soil P and K data as well as some years of corn and soybean 
grid yield data can be found at www.ndsu.soilsci/faculty/franzen/franzen.
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The soil pH data show that substantial pH variability can exist in produc-
tion fields (Figure 4.6). Data for this field are provided on the data disk provided 
with this book. If the 255 data points were mapped using kriging, a map simi-
lar to Figure 4.7 would be produced. This map can be created using protocols 
described previously.10 The sampling intensity influences the type of map pro-
duced. Reducing the number of samples increases error and changes the resulting 
map (Figure 4.9).

The 24.3 m sampling in Figure 4.6 was conducted in a regular systematic grid. If 
we select only those samples from Figure 4.6 that represent those that might be taken 
in a 67 m grid (36 samples/40 ac, or about 1.1 ac/sample (Figure 4.8), the resulting 
map would be similar to that in Figures 4.9 through 4.11.

As the sample density decreases, the original features of areas of high to low 
pH from Figure 4.7 change. Areas of relatively similar nutrient values of large 
relative size may still be recognizable; however, the boundaries between differ-
ent soil levels change. Some smaller features are lost, while other features are 
enhanced in size. Selecting the appropriate sampling protocol prior to sampling 
is difficult. Yield maps, EC surveys, and remote sensing data can assist in these 
decisions.
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FigurE 4.6  12.5 ha field at Mansfield, IL, with 24.4 m grid soil pH data displayed.
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FigurE 4.7  Contour map using kriging interpolation of soil pH at Mansfield, IL, using the 
24.4 m sampling grid values from Figure 4.6.
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FigurE 4.8  Plot of Mansfield with samples representing a 5.1 samples ha−1 grid.
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Soil pH
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FigurE 4.9  Mansfield kriged interpolation contour map of soil pH using the 5.1 samples 
ha−1 data from Figure 4.8.
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FigurE 4.10  Mansfield soil pH from Figure 4.6 data set, with only values representing 1.3 
samples ha−1 plotted.
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4.2.4   interPoLation techniques

A number of studies have investigated the appropriate data interpolation methods 
for soil sample data. Interpolation methods used in the literature include inverse dis-
tance, kriging, triangulation, and spline. Inverse distance, triangulation, and spline 
methods are mathematical models that do not possess the inherent ability to estimate 
the error associated with the estimate. Kriging is a method that intrinsically carries 
along the data structure to provide a confidence in the estimates produced.

Triangulation is described in several texts, including Isaacs and Srivastava18 and 
Davis.19 In triangulation, the data are related as the corners of triangles. Using east-
ing of the three data points as “a,” northing as “b” and a constant as “c,” the equa-
tion of a plane z = ax + by + c is determined by solving the three linear equations 
for each of the three triangle corners. Once the equation for the plane is developed, 
substitution of the coordinates for an unknown point within the triangle will result in 
the unknown point estimated value. Wollenhaupt et al.13 tested a version of triangula-
tion, Delaunay triangulation, and found that it fit nutrient level boundaries similar to 
hand-drawn polygons. The difference between triangulation and Delaunay triangu-
lation is that Delaunay triangulation fits the triangle corners as close to equidistant as 
possible, which may increase the accuracy of the estimate in some data sets.

Inverse distance to a power estimation is a relatively simple method of estimating 
a specific value of unsampled locations.18 The equation for a given estimate using the 
inverse distance method is
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FigurE 4.11  Mansfield, IL, soil pH kriged contour map of the 1.3 samples ha−1 data from 
Figure 4.10.
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where
z* is the estimated value of a point not sampled
zi is the value at a location i
do,i is the distance from sampled point location to the ith data location si

Σ is a symbol signifying “sum of”
p is the power selected for the inverse distance estimation

Figure 4.12 will serve as the data source for a simple illustration for the estimation 
of the value at X located at 1,2 in Figure 4.12.

To demonstrate the inverse distance approach, it is easiest to set up a table (Table 
4.1) and work through the following calculations. Of course, computer software per-
forms these tasks nearly instantaneously.

Easting
Northing

1 2 3

3

4 5 20

6 12 10

9 2

3

2

1

X

FigurE 4.12  Illustration data set to be used for determining the value of “X” by inverse 
distance methods. Assume data points are 1 unit EW/NS and X is centered between four points.

taBlE 4.1
template to logically address data input and 
calculation for inverse distance interpolation 
of a data Set

z di o,i
p−

zi do,i do,i
1− First Power Second Power

3

9

4

5

2

20

6

12

10

Sums

Value of unknown
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After listing the zi’s, the distance from each zi to the unknown is listed. Once this 
computation is made, we also calculate the inverse of this distance to the first (do,i

1− ) 
and second (do,i

2− ) powers and place the values in Table 4.2.
The next step is to calculate z di o,i

p−  for each zi. Multiplying the values in the appro-
priate columns together, we get the following values under the first power and second 
power columns (Table 4.3).

The next step is to sum the distances to a power for each zi and also the z di o,i
p−  for 

each power (Table 4.4).

taBlE 4.2
distance, inverse distance and inverse distance 
Squared for our Example data Set and Point ‘x’

z di o,i
p−

zi do,i do,i
1− do,i

2− First Power Second Power

3 0.707 1.414 2.0

9 0.707 1.414 2.0

4 0.707 1.414 2.0

5 0.707 1.414 2.0

2 1.58 0.633 0.40

20 1.58 0.633 0.40

6 1.58 0.633 0.40

12 1.58 0.633 0.40

10 2.12 0.472 0.22

Sums

taBlE 4.3
values from table 4.2, with distance × distance 
to a Power calculated

z di o,i
p−

zi do,i do,i
1− do,i

2− First Power Second Power

3 0.707 1.414 2.0  4.242 6.0

9 0.707 1.414 2.0  12.726 18.0

4 0.707 1.414 2.0  5.656 8.0

5 0.707 1.414 2.0  7.07 10.0

2 1.58 0.633 0.40  1.266 0.8

20 1.58 0.633 0.40  12.66 8.0

6 1.58 0.633 0.40  3.80 2.4

12 1.58 0.633 0.40  7.596 4.8

10 2.12 0.472 0.22  4.72 2.2

Sums
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The resulting estimate varies depending on what power is selected to represent 
the equation. Choosing inverse distance to the first power results in 59.736/8.66 or 
6.9. Choosing inverse distance to the second power results in 60.2/9.82 or 6.13.

From the exercise tables, note that the weight of closest values increase with increas-
ing power. Inverse distance squared (IDS) is often chosen because inverse distance to 
the zero power and first power tend to place too much weight on points farther away, 
while the third and fourth powers and higher tend to progressively ignore all but the 
closest points. Intuitively, one would expect points closer to be more related to unsam-
pled points than points farther away. This is one reason many practitioners use IDS.

Spline methods are more rigorous than either triangulation or inverse distance. 
The equations are sufficiently rigorous that most researchers tend to go the extra step 
and utilize kriging to determine estimates rather than use splines. Spline methods 
are described in Wahba,20 and briefly outlined in Wollenhaupt et al.7

Kriging is the general term for geostatistics that use a covariate with distance (semi-
variance) to construct a matrix of linear equations used to determine the mathematical 
weights for values and distances between them. The term “kriging” is named for a 
South African gold mining geologist, Daniel Gerhardus Krige. The system of krig-
ing was first presented by a Canadian geologist Matheron in an article in Economic 
Geology in 1963. The system can be used to generate the error and confidence in each 
point and some researchers also map confidences as well as estimates of values for 
an area. A good general reference on kriging is presented in Isaacs and Srivastava,18 
along with the basic kriging equations. For more rigorous examination of the krig-
ing techniques, see Journel and Huijbregts21 and Cressie.22 Many researchers find that 
understanding and viewing a semivariogram is important in understanding the spatial 
relationships of soil property data sets. A semivariogram is the graph of the inverse 
covariance between distance (h) and the semivariance value for that distance.

When the semivariance (γ) is plotted against its distance (h), the resulting points 
may be fit using a variety of models. The selection of the model is somewhat 

taBlE 4.4
values from table 4.3, with Sums

z di o,i
p−

zi do,i do,i
1− do,i

2− First Power Second Power

3 0.707 1.414 2.0  4.242 6.0

9 0.707 1.414 2.0  12.726 18.0

4 0.707 1.414 2.0  5.656 8.0

5 0.707 1.414 2.0  7.07 10.0

2 1.58 0.633 0.40  1.266 0.8

20 1.58 0.633 0.40  12.66 8.0

6 1.58 0.633 0.40  3.80 2.4

12 1.58 0.633 0.40  7.596 4.8

10 2.12 0.472 0.22  4.72 2.2

Sums 8.66 9.82  59.736 60.2
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subjective. The person fitting the data often has the choice of what range of data to 
fit and the type of equation with which to fit the data. The illustration in Figure 4.13 
shows an approximation for a spherical curve. These data cross the y-axis at a point 
designated “nugget,” which represents the uncertainty beyond spatial relationships 
in the data. The term comes from the gold mining industry where concentration of 
gold might be predicted, but the presence of a nugget of gold is an unexpected and 
random occurrence. The sill is the maximum semivariance that is related to distance. 
The range is the maximum distance where points have some spatial relationship with 
each other. Some researchers use the range as a search radius, while others use 1.5 or 
2 times the range as a search radius. The variogram is mysterious to many agricul-
tural researchers, so the following exercise may help to explain some principles into 
its origin, structure, and usefulness (Figure 4.14).

 Semivariance
1

2N
Z Z

h
xi xi+h

i=1

i=n

= = −[ ]∑γ
2

 (4.1)

The first step in estimating the unknown point is graphing the variogram function 
over distance. Once that is done, the kriging equation uses that information to esti-
mate the unknown.

Sill

Nugget

γ

h Range

FigurE 4.13  Idealized variogram versus distance relationship showing nugget, range, and sill.
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FigurE 4.14  Illustration data set to be used for determining a simple variogram. Assume 
data points are 1 unit EW/NS.

© 2011 by Taylor and Francis Group, LLC



74	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

We can list the difference between each of values at a certain distance away from 
each other. We look for pairs of values first a distance of 1 away. Other distances in 
our data set are those that are 1.4, 2.0, 2.2, and 2.8 away from each other. The table 
already shows how many (N) pairs of points are certain distances away from each other. 
For small data sets, such as this one, and many commercial soil testing data sets, the 
number of choices of distance pairs is small. A sampling strategy such as systematic 
unaligned grid helps to increase the number of distance pairs dramatically from a regu-
lar grid, but small data sets limit both distance and value pairs. The larger the data set, 
the greater confidence there will be in any estimate (Tables 4.5 and 4.6).

taBlE 4.5
to determine the variogram of our Example 
data Seta

h = 1 h = 1.4 h = 2.0 h = 2.2 h = 2.8

(3–9)2 (3–5)2 (3–6)2 (3–8)2 (3–7)2

(9–2)2 (9–8)2 (9–8)2 (4–2)2 (2–6)2

(4–5)2 (9–4)2 (2–8)2 (6–8)2

(5–8)2 (2–5)2 (3–2)2 (4–7)2

(6–8)2 (4–8)2 (4–8)2 (3–8)2

(8–7)2 (5–6)2 (6–7)2 (9–6)2

(3–4)2 (8–8)2 (9–7)2

(9–5)2 (5–7)2 (2–8)2

(2–8)2

(4–6)2

(5–8)2

(8–7)2

Sums 167 60 64 113 32

a Each column represents a possible distance between data points. 
Beneath each column is the possible result of squaring the difference 
between a point value and a value a certain distance away from the 
point [(Z(xi) – Z(xi+h))2 for each distance with sums under columns].

taBlE 4.6
using the data from table 4.5, the variogram is calculated 
for Each Possible distance from our Example data Set

distance (h) n(h) 1/(2n(h)) 𝚺(Z(xi) – Z(xi+h))2 𝛄*(h)

1 12 1/24 167 6.96

1.4 8 1/16 60 3.75

2.0 6 1/12 64 5.33

2.8 2 1/ 4 32 8.0

2.2 8 1/16 113 7.1
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Multiplying the 1/(2N(h)) times the Σ(Z(xi) − Z(xi+h))2 for each distance gives the vario-

gram (γ (h)
∗

) for each distance. When the γ (h)
∗  are plotted with their distance, the result is

the variogram versus distance relationship that can be visualized (Figure 4.15).
Wollenhaupt et al.13 evaluated IDS, two types of kriging, and a polynomial trend 

surface interpolation against Delaunay triangulation as a benchmark. All of the 
interpolations performed well. The data sets consisted of over 200 samples each 
in two separate fields. Interpolations were made from the 106 ft original data set, a 
212 ft grid, and a 318 ft grid.

Their decision to use Delaunay triangulation is based largely on a previously 
published example18 that found triangulation provided a smaller variance than the 
inverse distance and was not as affected by data clustering.

Similarly, kriging was found to be a better interpolator compared to inverse dis-
tance when imposing 99 samples in hexagonal (staggered start), “inhibited,” random, 
and clustered computer-generated patterns on a plane and two complex computer-
generated surfaces.23 The study also found that better interpolation was possible 
when “noise” in the data was low. Isaacs and Srivastava18 also commented that 
inverse distance performs better with unclustered data.

Franzen and Peck15 found that IDS produced similar maps for soil pH, P, and K in 
two Illinois fields sampled in a regular 80 ft grid and interpolated from a 220 ft and 
330 ft grid for each factor. Gotway et al.24 compared kriging with inverse distance 
on 12 data sets from two fields sampled in a triangular grid from 0.02 to 0.05 ac/grid 
depending on the site. The better method depended on the data set; however, they 
found that when the data coefficient of variation (CV) was less than 25%, inverse 
distance to a high power (4) was a better choice compared with kriging. When the 
data sets had higher CVs, kriging tended to have better interpolation.

Mueller et al.25 compared the map quality produced by ordinary kriging and 
inverse distance on grid sample data (50 ft) from five fields in Kentucky. He con-
cluded that for those data sets, inverse distance 1.2 (power of 1.2) was a better predic-
tor of interpolated points from a 100 and 200 ft grid than ordinary kriging.

Geostatistics may not improve the estimates if the semivariogram does not con-
tain spatial structure. In many situations, sampling on a 2.5 ac grid does not pro-
vide enough information to describe the spatial structure. Under these conditions, 

γ
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6

4

2

0
0 0.5 1

Variogram versus distance example plot

1.5
Distance (h)

2 2.5 3
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FigurE 4.15  Example variogram versus distance plot with spherical relationship imposed.

© 2011 by Taylor and Francis Group, LLC



76	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

IDS may be good as interpolator of unsampled as kriging. Inverse distance and krig-
ing are two interpolations supported by both Surfer® (Golden Software Co., Golden, 
CO) and ArcGIS 9.2 (ESRI®, Redland, CA). For most GIS software, semivariogram 
construction must be conducted on additional software. One of the most common 
softwares is GS+ 7® for Windows by Gamma Design Software, LLC, Plainwell, MI. 
It is also possible to produce one’s own geostatistical variogram software.

As an example, Figure 4.16 shows a txt file, surfer x, y, z file, or excel file imported 
into GS+ 7 for Windows. By clicking on the appropriate northing and easting col-
umns and clicking on to a choice of z values, in this case soil pH in column 5, the 
program is ready to calculate the variogram and its model.

Figure 4.17 shows the defaults of the autocorrelation analysis of the Mansfield, IL, 
1991 soil pH data. The program defaults the active lag distance (the distance it notes 
is relevant to the search) and the lag class distance interval (the distance between 
interpolation estimate nodes on the chart). Both of these defaults can be changed 
by the user. The model information for the variograms can also be displayed and 
the defaults changed (Figure 4.18). The resulting nugget, sill, and range should be 
recorded for use in any kriging interpolation programs that might be used. GS+ 7 for 
Windows also has mapping capabilities, but many people prefer to use the parameter 
information to map in another application (Figure 4.19).

ArcGIS or ArcMap contains, or has the ability to contain, what it designates as 
a “tool box” containing spatial analyst tools. These tools contain several computa-
tional aids such as hydrology parameters, groundwater, and data interpolation cal-
culation tools. In Figure 4.20, we have selected the interpolation tool and can now 

FigurE 4.16  GS+ 7 for Windows opening data view of the Mansfield, IL, 1991 soil pH, P, 
and K data, with the x, y, and z columns chosen.
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proceed to interpolate using a choice of tools including IDW, kriging, spline, or 
others. From here, the options are straightforward. Select the kriging option; type 
in the parameters of nugget, sill, range, and spherical model obtained from GS+ 7; 
and select OK. The kriging equations will be computed and the contoured results 
of interpolation will appear similar to the Surfer maps in Figures 4.7, 4.9, and 4.11.

FigurE 4.18  GS+ 7 for Windows screen of adjusted defaults of active lag distance. Also, 
the variogram model pop-up has been selected, the variogram type changed to spherical, and 
nugget, sill, and range parameters have been adjusted to maximize the model r2.

FigurE  4.17  GS+ 7 for Windows screen showing the initial results of choosing 
<Autocorrelation>, then <variogram>, then <primary variable> from the top bar of the page 
shown behind pop-up window of autocorrelation analysis.
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4.3   Summary

By adopting efficient sampling strategies, energy efficiency and profitability can be 
increased. Grid sampling is a tool that is used to reveal soil fertility patterns in 
farm fields. The grid sampling must be composed of a reasonable sampling strat-
egy, including proper pattern, number of sample cores per sample, and the proper 
configuration of subsample collection within each grid or sampling polygon. This 

FigurE 4.20  The results of choosing <Window> <Toolbox> <Spatial Analyst Tools> and 
<Interpolation> in ArcGIS.

FigurE 4.19  Mansfield 1991 grid sample soil pH locations in an ArcGIS display, showing 
the results of <Tools> <Add x, y, z data>, and choosing a txt version of the Mansfield 1991 
soil pH.
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chapter discusses the benefits and negatives associated with several different sam-
pling approaches. When designing a sampling protocol, consideration should be 
given to the interpolation process to create a recommendation map for the grower. 
Data and directions for calculating IDW factors and semivariances are provided. 
Several software packages are available that can compute interpolation, although 
some require parameters for kriging equations be developed outside of their soft-
ware. No map should be considered “perfect,” for smaller-scale variation of soil 
properties is usually hidden from view; however, properly gridded sample results are 
usually an improvement from a whole-field sampling approach.
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5 Integration	of	USDA-
NRCS	Web	Soil	Survey	
and	Site	Collected	Data

Kurtis D. Reitsma and Douglas D. Malo

5.1  ExEcutivE Summary

Advancements in computer technology and global communication have increased 
the availability of a wide variety of digital information. Within the last several years, 
a number of organizations have developed digital soil data and systems that make 
these data available to the public. The ability to predict potentials and constraints 
of global food and fiber production and soil carbon measurements prompted the 
United Nations, Food Agriculture Organization (FAO), and International Institute 
for Applied Systems Analysis (IIASA) to develop the Harmonized World Soil 
Database.7 The Harmonized World Soil Database provides a wide variety of data 
suitable for use on a large scale. Canada and Austria have developed similar soil 
databases and are available via the Internet at http://sis.agr.gc.ca/cansis/nsdb1 
and http://www.asris.csiro.au2 respectively. Continental, regional, or land survey 
data may be available and can be found using a common Internet search engine. 
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Smaller local scale data sets are best accessed from local, state, provincial, or federal 
government data gateways.

In the United States, the U.S. Department of Agriculture, Natural Resource 
Conservation Service (USDA-NRCS) maintains a number of data gateways, provid-
ing soils and other tabular and spatial data products.5,9 The most recent development 
is the Web Soil Survey (WSS), an interactive online interface providing user-defined 
reports and geographic information system (GIS) ready spatial data. This chapter 
guides the users through the process of integrating soil data retrieved from WSS (ver. 
2.2.6, 2009)8 with information and data collected on-site. All data are expressed in 
U.S. English units.

5.2  introduction

5.2.1  data retrievaL systems

Methods and scale of conducting and developing soil surveys vary throughout 
the world, increasing the difficulty in comparing soils on a continental or global 
scale. Additionally, protocols for storage and delivery are often unique to a global 
region. For example, the goal of the Harmonized World Soil Database is to provide 
data at a resolution of approximately 1 km. In the United States, users can access 
various gateways providing generalized soil data (e.g., U.S. General Soil Map, for-
merly STATSGO)9 or more detailed data (e.g., Soil Survey Geographic Database, 
SSURGO).9 The U.S. General Soil Map database provides large-scale generalized 
information similar to the Harmonized World Database, while SSURGO provides 
small-scale detailed (SSURGO) spatial data with minimum size delineations of 
0.6–4 ha. Spatial and tabular data provided by WSS are based on SSURGO, having 
scales ranging from 1:12,000 to 1:31,680. Publically available soil surveys were not 
developed for site-specific management purposes (http://soils.usda.gov/) but were 
meant to be used for planning purposes.

First released in 2005, the most current WSS version (ver. 2.2.6) includes inter-
active help , advanced search, linear measurement tool , explanation of inter-
pretive values and data, and many other features. Detailed information is available 
on the WSS homepage (http://websoilsurvey.nrcs.usda.gov).

This chapter guides the users through the process of integrating soil information 
obtained from USDA-NRCS WSS (WSS, ver. 2.2.6, 2009) with site collected infor-
mation. Due to the robust nature of the WSS, an Internet connection of 100 Mb/s 
or greater is recommended. Minimum system recommendations include IBM-PC 
Pentium® 4 or higher processor, with 1 Gb RAM, operating system, Microsoft 
Windows (Windows 7, Vista, or XP Service Pack 2), installed software, MS Excel 
ver. 2003 or higher, ESRI® ArcGIS™ (ver. 9.3).3,6

5.3  gEtting StartEd witH wSS

A clear objective for the project should be defined before starting WSS. In this 
case study, the objective is to determine the land capability classification of nine 
640 ac sections of a township (T 120N, R 55W, 5th Principle Meridian) located in 
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Day County, South Dakota. Generally, data are assembled and retrieved using the 
following steps:

 1. Locate the Web site and navigate to the general vicinity of the area of 
interest (AOI).

 2. Define boundaries of the study areas.
 3. Define the type of soil attribute data and method of aggregation.
 4. Prepare map layers and datasets of various selected soil properties/

characteristics.
 5. Electronically store and/or print reports of data.
 6. Retrieve spatial and/or tabular data.

Spatial and complete tabular datasets are delivered by accessing an Internet data 
server at an address provided in an e-mail sent to the user. The WSS uses an 
Internet map server as an interface to aggregate tabular data and display user-
defined map layers. We recommend calibrating your screen to the map scale to 
achieve maximum functionality of the interface. Screen calibration is performed 
using the following steps:

 1. Open your web browser and navigating to the WSS (http://websoilsurvey.

nrcs.usda.gov/) and click “Start Web Soil Survey” .
 2. Click the  button; a dialog box opens with instructions for screen calibration.
 3. Adjust the bar on the screen to 1 in. and click .

5.3.1  navigating and deFining the aoi

The zoom tool  can be used to locate the AOI, but users can quickly navigate to 
a known location using the “Quick Navigation” tools located to the left of the map 
display. Select a physical address, State/County, soil survey area, latitude/longi-
tude coordinate, PLSS (Public Land Survey System—section, township, range), 
BLM (Bureau of Land Management) field office, DoD (Department of Defense) 
military installation, U.S. Forest Service (USFS) unit, national park, or hydrologic 
unit code (eight-digit hydrologic unit codes [HUCs]). The PLSS, BLM unit, and 
HUC are largely unique to the United States. The PLSS is a method for survey-
ing and identifying land parcels for titles and deeds in most of the United States. 
The PLSS divides the land into 6 mi2 townships with 36 1 mi2 sections that may be 
further subdivided; more information is available using WSS interactive help . 
HUCs are a method of identifying drainage basins in the United States; more infor-
mation about HUCs in the United States is available from the U.S. Geological 
Survey (http://water.usgs.gov/GIS/huc.html).10 Selecting BLM field office, DoD 
military installation, or USFS unit zooms to lands under control of the respective 
agency in the United States.

Tool categories in the WSS can be expanded or collapsed by clicking on the 
title bar or double arrow . Nearly all tool cat-
egories in the system work in this manner. Using the “quick navigation” tools is 
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recommended as WSS will quickly zoom to the vicinity of the AOI. However, 
selection of the AOI is limited to 10,000 ac. Figure 5.1 pro vides a glimpse of the 
WSS environment.

In the following example, an area located in Day County, South Dakota, will be 
selected by

 1. Selecting “PLSS,” and entering “120” and “55” into the “Township” and 
“Range” input boxes respectively, select the “N” and “W” radio button appro-
priately. In the “Principle Meridian” combo box, select “Fifth Principle.” If in 
doubt as to what to select as the principle meridian, click the  
button and click in the shaded region where the AOI occurs, the combo (drop-
down) box will automatically fill with the meridian selected.

 2. Click on , note that the selected township appears in the center of the 
map window but is slightly oversize. The simplest AOI selection method is 
rectangular extent , but a more precise AOI selection is possible by using 
the polygon definition tool . The map view should be slightly wider than 
the AOI.

 3. Click on “Define areas of interest by Polygon”  tool directly above the 
map view.

 4. Click a point using the crosshairs on the northeast corner of Section 1, 
northwest corner of Section 3, southwest corner of Section 15, and south-
east corner of Section 13. Note that when the crosshairs are lined up on the 
section boundary, it appears white. Close the polygon and select the AOI 
by double-clicking the last point (Section 13). A crosshatched polygon will 
appear around Sections 1, 2, 3, 10, 11, 12, 13, 14, and, 15 indicating the AOI 
has been selected (Figure 5.2).

 5. Enter “120N, 49W, Day SD” in the AOI Information, “Name” input box.

Quick
navigation
area

Interactive
map
navigation
tools

Interactive
map area 

FigurE 5.1  WSS AOI selection with quick navigation and interactive map options.
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5.3.2  generating a soiL maP

Soil mapping units within the AOI are extracted or “clipped” from a much larger 
spatial data set. By clicking on the “Soil Map” tab in the WSS, a soil map of the AOI 
appears in the map window, with a table of contents showing the area and percent 
of each soil map unit (Figure 5.3). Reports for each soil map unit can be generated 
by clicking on the name of each map unit in the table of contents. Reports provide 
general information about the map units; note that there are several different soil 
components that comprise each map unit.

A variety of features are shown on the map. Clicking on the  tab in 
the upper left corner of the map view window provides a definition of symbols 
and the ability to toggle layers “on” or “off.” In addition to soils, the map shows 

FigurE 5.2  Selection of AOI in WSS.

FigurE 5.3  Soil mapping units symbolized by land Ccl in WSS.
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transportation, political boundaries, water resources, and point features such as wet-
lands and quarries/mines (likely gravel pits). This map can be saved and printed by 
clicking “Printable Version” or downloaded later by clicking . In 
this example, the map is added to the shopping cart, enter “T 120N, R 55W, Day SD 
Soils Map” in the optional title input box, click .

5.3.3  exPLoring soiL data

The Soil Data Explorer is separated into the following functional categories:

 1. Intro to Soils
 2. Suitability and limitations for use
 3. Soil properties and qualities
 4. Ecological site assessment
 5. Soil report

Each division can be further separated into groupings. For example, Table 5.1 shows 
suitability ratings. Suitability and limitation ratings have been generated through 
soil surveys developed over time. These are a type of “interpretive value” and give 
an indication of how well suited a soil would be for a particular purpose and if there 
are any limitations for use. A second organizational grouping that might be use-
ful is vegetative productivity. This group may indicate the suitability of a soil for 
crop production or grazing. Some interpretations and values are assigned to map-
ping units, while others are assigned to individual components that make up a soil 
mapping unit. Recall that components have discrete boundaries where the definite 
boundaries shown on the map are soil mapping units. Therefore, component data 
must be aggregated in some manner to assign a representative value to individual 
mapping units.

Depending on the selected parameter, the WSS allows users to select a method for 
aggregating component data: dominate condition, dominate component, weighted 
average, or minimum/maximum value of all components. Since the selected param-
eter for this example is “Nonirrigated Capability Class/Subclass,” aggregation is not 
necessary as these values are assigned to individual mapping units. More informa-
tion is available by using the help tool when the aggregation option is available.

5.3.3.1  intro to Soils
The “Intro to Soils” tab serves as a reference tool, providing the user with an under-
standing of the data provided within this division. Selecting “All Land Uses” displays 
the entire list of topics. In this case study, cropland suitability is selected. The Land 
Capability Classification System groups soils at three capability levels: class, subclass, 
and unit. Capability class (Ccl) is a method for grouping soils according to their limi-
tations, risk of damage, and response to management if they are used for typical field 
crops. Capability subclass (CScl) groups soils within a class, indicating the limitation 
for cropping (i.e., erosion [e], wetness [w], root zone limitation [s], or climate [c]). 
Therefore, Ccl and CScl can provide insight for designing sustainable cropping sys-
tems. A search engine can be used to find parameters with each category. In this case, 
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the Ccl map is created first and the subclass maps second. To create a Ccl map for the 
nine sections shown in Figure 5.3, use the following procedure:

 1. Copy the entire “X:\Chapter_5” (X:\is the CD/DVD drive) folder to the root 
directory of your hard drive (C:\Chapter_5). Important: Failure to save 
example data to the proper location will increase the difficulty of rec-
reating the resultant map and data.

 2. If not already done so, click on the “Soils Data Explorer” tab.
 3. Expand the  bar and enter 

“land capability class” in the input box, click “Search.” Note that there are 
six matches under “Suitabilities and Limitations for Use.”

 4. Expand the “Suitabilities and Limitations for Use” category, expand the 
“Matched soil data used to generate the Rating” subcategory, and double 

taBlE 5.1
Suitability rating data available from wSS (all land uses)

Suitability/rating category Selected Examplesa

Building site development Corrosion of concrete; corrosion of steel; dwellings with basements; 
lawns, landscaping, and golf fairways; local roads/streets; and small 
commercial buildings

Construction materials Gravel source, roadfill source, sand source, source of reclamation 
material, and topsoil source

Disaster recovery Clay liner material source, composting facility (subsurface and 
surface), composting medium and final cover, and rubble and debris 
disposal (large-scale event)

Land classification Conservation tree and shrub group, ecological site (forage suitability 
group, rangeland site), farmland classification (prime, important, 
unique), hydric soil rating, and land Ccl/CScl for dryland and irrigated 
(where appropriate) conditions

Land management Erosion hazards for off-road, off-trail, road, and trail use; and 
suitability for roads

Military operations Bivouac areas, excavation for fighting positions, helicopter landing 
zones, and vehicle trafficability

Recreational development Camp areas, off-road motor cycle trails, paths and trails, picnic areas, 
and playgrounds

Sanitary facilities Daily cover for landfills, sanitary landfill (area and trench), septic tank 
absorption fields, and sewage lagoons

Vegetative productivity Crop productivity index, forest productivity (tree site index and 
production), Iowa corn suitability rating, range production (favorable, 
normal, and unfavorable year), irrigated crop yields by map unit or 
map unit component (where appropriate), and dryland crop yields by 
map unit or map unit component

Waste management Manure and food processing waste

Water management Excavated ponds (aquifer fed)

a All suitability or rating values may not be available for the selected AOI.
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click “Land Classifications: Nonirrigated capability class” to open the data 
retrieval tool. This tool could be opened by clicking on the retrieval cat-
egory, but the search tool quickly finds references and more discrete param-
eters quickly.

 5. Select all of the options in the retrieval tool and click . Soil map-
ping unit polygons are now shaded with colors corresponding to individual 
Ccls (Figure 5.4).

 6. Scroll down to view the amount and percent of the AOI of each soil map-
ping unit corresponding to Ccl.

 7. Data in the summary table below the map window will need to be saved 
for later use in this chapter. While holding the left mouse button down, 
drag over the entire table to highlight all of the data. While holding the 
“Ctrl” key down, press “C” (keyboard command for “copy”). Open MS 
Excel to a new workbook, place the mouse pointer in cell A1; while holding 
the “Ctrl” key down, press “V” (keyboard command for “paste”), rename 
this worksheet “Ccl.” Save this spreadsheet as “C:\Chapter_5\ArcGIS\Tab_
Data\120_55_Interp.xls.” A spreadsheet with this data is provided on the 
CD accompanying this book (120_55_Interp_Key).

 8. Rename fields and arrange data on the spreadsheet to resemble that shown 
in Table 5.2. Important: Failure to rename fields properly will increase 
the difficulty of recreating resulting map and data.

 9. Click  and enter “T 120N, R 55W, Day SD Capability 
Class” in the subtitle input box and click .

Land capability classification generally indicates the suitability for most types of 
field crops. Suitability declines as ratings increase from 1 to 8 (I–VIII); soils assigned 
class VIII have limitations that preclude use for cropping. What may be more impor-
tant is what limitations a soil has that may restrict or preclude the use of a soil for 
crop production. CScl provides a generalized grouping indicating limitations a soil 

FigurE 5.4  Soil mapping units symbolized by land CScl in WSS.
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may have. Definitions of soil CScls are provided in the “Intro to Soils” section of the 
WSS. A CScl map is created using the following procedure.

 1. Expand the “Nonirrigated Capability Subclass” retrieval tool by clicking 
the title bar. Click . The polygons are now shaded to correspond-
ing subclasses, creating a map depicting the spatial distribution of sub-
classes in the AOI (Figure 5.4).

 2. Scroll down to view the amount and percent of the AOI of each soil map-
ping unit and the CScl.

 3. Data in the summary table below the map window will need to be saved for 
later use in this chapter. While holding the left mouse button down, drag 
over the entire table to highlight all of the data. While holding the “Ctrl” key 
down, press “C” (keyboard command for “copy”). Open MS Excel workbook 
created in step 6 above. Activate a new worksheet, place the mouse pointer in 
cell A1; while holding the “Ctrl” key down, press “V” (keyboard command 
for “paste”), rename this worksheet “CScl.” A spreadsheet with this data is 
provided on the CD accompanying this book (120_55_Interp_Key).

 4. Arrange the data on the spreadsheet to resemble that shown in Table 5.3. 
Important: Failure to rename fields properly will increase the diffi-
culty of recreating resulting map and data.

 5. Click  and enter “T 120N, R 55W, Day SD Capability 
Subclass” in the subtitle input box and click .

taBlE 5.2
Structure of mS Excel worksheet (120_55_interp$ccl)

munamE muSym ccl acrE_ccl muPct_ccl

Buse-Barnes loams, 
9%–20% slopes

BnD 6 8.3 0.001

Cubden silty clay loam Cu 2 10.8 0.002

Divide loam Dd 3 193.4 0.033

Not all data shown in this table; should contain 34 records (lines of data).

taBlE 5.3
Structure of mS Excel worksheet 
(120_55_interp$cScl)

muSym cScl acrE_cScl muPct_cScl

BnD e 8.3 0.001

Cu s 10.8 0.002

Dd s 193.4 0.033

Not all data shown in this table; should contain 34 
records (lines of data).
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 6. Click on the “Shopping Cart (Free)” tab. Scrolling through the table of con-
tents, it is evident that both of the layers created are present in the shopping 
cart in addition to reports and other reference material.

 7. Click “Download Soils Data” in the main menu bar near the top of the web page.
 8. A dialog box opens, make sure that the “Spatial Data” box is checked and 

the coordinate system is set to “UTM Zone 14 Northern Hemisphere (NAD 
83),” enter your e-mail address where directions for downloading the 
compressed file can be obtained (Figure 5.5), click .

 9. Click . After WSS has compiled the information, a dialog box will 
appear asking if you would like to download the report now or later. Select the 
radio button next to “Get Now” and click . A detailed report of the soils in 
the AOI is delivered as a pdf file that can be saved or printed. A copy of the soil 
report for this example is provided on the data CD accompanying this book.

Consider the soil maps created in this example. The first map depicts the spatial dis-
tribution of various soil mapping units that occur in the AOI. The distribution of soil 
mapping units shows a high degree of variability, indicating a complexity difficult to 
manage. However, considering that the properties of soil provide more meaningful 
information, spatial variability declines and patterns begin to emerge when mapped 
by property. The land Ccl map indicates that the majority of the soils have moderate 
limitations (class II) with inclusions of soils with more severe limitations (class III, IV). 
There are some prominent contiguous areas of soils that are better suited to pasture, 
forestland, or wildlife habitat (class V, VI) and some areas that have properties that pre-
clude agricultural use (class VIII). The land CScl provides general limitations that in 
many situations, but not all, can be overcome by management. For example, soils with 
an erosion (e) limitation could be overcome by implementing erosion-control practices 
such as contour farming, no-tillage systems, or terraces. Areas with soils(s) limitations 
might be limited by many factors including a shallow depth, large amount of stones, 

FigurE 5.5  Preparing soil data for delivery in WSS.
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and/or high salt concentrations. Soils that are shallow or droughty may benefit from 
perennial grass or hay crops. Areas limited by excessive water (w) may be improved 
with artificial drainage, water use–intensive crop rotations, or precise planting of 
water-intensive plant species or tree/shrub planting in recharge areas. Alternative land 
uses such as grazing or wildlife habitat may be considered.

The WSS is a useful planning tool but should not be used to develop crop produc-
tion strategies without integrating on-site data and observations. Localized condi-
tions, seasonal trends, land modifications, and other influencing factors may not be 
represented by these data. In addition, this exercise examines a narrow scope of soil 
parameters. Management strategies can be influenced by other soil properties or 
conditions induced by current land management.

5.3.4  retrieving sPatiaL and attriBute soiL data

The WSS delivers an e-mail with a hyperlink for retrieval of requested data. These 
data are delivered as a “zip” archive file that contains data files selected by the user. 
In this exercise, spatial and attribute data were selected. Spatial data is delivered 
as ESRI® shapefiles, attribute data is delivered as *.txt files and as an MS Access 
database (soildb_SD_2002). There are a number of spatial datasets delivered with 
the order; these datasets are summarized in Table 5.4. The MS Access database 
consists of soil data for the entire soil survey area (usually a county) and has auto-
mated procedures that allow the user to retrieve soil reports at a click of the mouse. 
Before proceeding with this exercise, ensure that spatial and tabular data have been 
retrieved from WSS and extracted to “C:\Chapter_5\Data.”

5.4  uSing Soil SPatial and attriButE data in giS

There are many different ways that soil data can be used. Soil survey information is 
often most useful when it is combined with field collected data. In this example, soil sur-
vey information will be combined with point locations where information was collected. 
Coordinate and base data are provided on the data CD accompanying this book; these 
should have been copied to the root directory of your hard drive in the previous section.

taBlE 5.4
Summary of Spatial data delivered by wSS

Shapefile name Feature type description

aoi_a_aoi Polygon Boundary of AOI

Soilmu_a_aoi Polygon Soil mapping unit boundaries

soilmu_l_aoi Line Line feature of soil mapping units
asoilmu_p_aoi Point Location of core collection for characterization
asoilsf_l_aoi Line Special feature noted during survey
asoilsf_p_aoi Point Special feature noted during survey

a Data set may not be populated depending on AOI.
Metadata for all datasets provided as “soil_metadata_sd037.”
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Soil samples were collected in a grid pattern (200 ft) from a 155 ac field in the 
NE ¼, Section 13, T 120N, R 55W. A second field was sampled in a random fashion 
(NE ¼, Section 1, T 120N, R 55W). All soil samples were collected consistent with 
methods outlined in Gelderman et al.4 A global positioning system (GPS) was used 
to collect point data using a geographical coordinate system (GCS), North American 
Dataum—1983 (NAD 83). Data was retrieved from the GPS and stored in an MS 
Excel file (C:\Chapter_5\ArcGIS\Tab_Data\120_55_SS.xls).

Begin by opening ArcMap™ (ESRI® ArcGIS™ ver. 9.3), select  when 
prompted. Use the following procedure to import soil sample point data to create 
event themes.

 1. Select “Tools” in the main menu bar at the top, click “Add X Y Data.” The 
“Add X Y Data” dialog box will appear.

 2. Uncheck .
 3. Click the  icon next to the combo box below. “Choose a table from the 

map or browse for another table” and navigate to “C:\Chapter_5\ArcGIS 
\Tab_Data.” Select the “120_55_SS.xls” MS Excel file and the “NE1$” 
worksheet, click .

 4. If “auto fill” did not detect the X Y fields, select “Longitude” for the 
“X Field” and “Latitude” for the “Y Field.” Click  below the coordi-
nate system dialog and click the  button next to “Select a predefined 
coordinate system.” Navigate to “Geographic Coordinate Systems,” “North 
America,” “North American Datum 1983.prj,” click , , and 

. The map should be populated with points and “NE1$ Events” 
should be listed under “Layers” in the table of contents (Figure 5.6).

 5. Repeat this procedure to import the grid sampling locations by selecting the 
NE13$ worksheet.

FigurE 5.6  Soil sampling points for NE ¼, Sec. 1, T 102N, R 55W added into ArcMap™ 
as an event theme.
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After both soil sample location event themes have been created, click the globe icon 
to zoom to full extent; both sets of data should be visible in the map window. Tool 
icons can be easily identified by rolling the mouse pointer over the icon to show the 
icon definition. Map base layers have been created and stored in the “Layers” folder 
(C:\Chapter_5\ArcGIS\Layers). Layer files have predefined symbologies and layer 
names. The symbology and layer names can be edited or created in the properties of 
the layer. Add base layers to the map using the following procedure.

 1. Click the  (“Add Data”) icon in the tool bar and navigate to 
C:\Chapter_5\ArcGIS\Layers.

 2. Hold down the “Ctrl” key and select layers “aoi_a_aoi.lyr,” “NE_1_bnd.
lyr,” “NE_13_bnd.lyr,” “n55w13_sec.lyr,” and “soilsf_p_aoi.lyr.” The map 
should resemble Figure 5.7.

Currently, the map coordinate system is defined as geographic as the layers added to the 
map have a geographic coordinate system definition. Maps are more useful when a coor-
dinate system with recognizable units is used. In this exercise, we will use a Universal 
Transverse Mercator (UTM) projection with “Foot_US” as the distance unit. Define 
the coordinate system of the data frame (map window) using the following procedure.

 1. Right click in an area of white space in the data frame, select “Data Frame 
Properties…,” click on the “Coordinate System” tab.

 2. Expand the “Predefined” list. Expand the “Projected Coordinate Systems” 
list. Expand the “UTM” list. Expand the “NAD 1983” list. Select NAD 
1983 UTM Zone 14N from the list.

 3. Click , select “Foot_US” from the Linear Unit, Name combo 
box. Click  and click .

 4. The map in the data frame should appear similar to Figure 5.8.

FigurE 5.7  Soil sampling point event themes and other layers shown in ArcMap™.
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5.4.1  Joining attriBute to sPatiaL data

The soil mapping unit layer provided by WSS has minimal attributes. However, 
recall that data were copied from the WSS to an MS Excel workbook (120_55_
Interp). ArcMap™ is a fully functional relational database able to relate data tables, 
provided that all tables within the relationship have a common field that uniquely 
identifies each record. In this case, MUSYM is resident in each table and will be 
used as the key field for the relationship. The following procedure is used to create a 
customized soils layer within the ArcGIS™ environment.

 1. Add the “soilmu_a_aoi” layer from the geodatabase as a shapefile 
(C:\Chapter_5\ArcGIS\Geodatabase\Chapter_5_geodb.mdb).

 2. Right click on the “soilmu_a_aoi” theme in the table of contents, select 
“Joins and Relate,” select “Join….” The “Join Data” dialog box opens.

 3. In the combo box below item 1, select “MUSYM.”
 4. Uncheck the box next to “Show the attribute tables of layers in this list.”
 5. Click   next to the combo box below item 2; navigate to “C:\Chapter_5 

\ArcGIS\Tab_Data\120_55_Interp.xls.”
 6. Select the “Ccl$” (capability class) worksheet, click .
 7. Select “MUSYM” in the combo box below item 3, click .
 8. Repeat this procedure to join the subclass (“CScl$”) table to the map 

layer.
 9. After joining the subclass table, right click on the “soilmu_a_aoi” map 

layer, select “Open Attribute Table.” The attribute table should have all of 
the data from both worksheets (Figure 5.9).

 10. Close the attribute table and click and drag the “soilmu_a_aoi” map layer to 
the bottom of the table of contents.

FigurE 5.8  ArcMap™ dataframe shown projected to NAD 83, UTM Zone 14N.
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5.4.2  creating maP Layer symBoLogy

Managing data in a GIS ultimately produces a map that allows for visualization of 
data. Symbolizing data in an organizational manner helps relationships, patterns, 
or trends to emerge from the map. Answers to simple questions may result from 
visualization of data alone or may require statistical analysis for more complex 
questions. Regardless, symbology is a critical component when visually present-
ing data. Symbology for the custom soil map layer is defined using the following 
procedure.

 1. Right click on the “soilmu_a_aoi” map layer, select “Properties.” Click 
on the “General” tab and enter “Soil Mapping Unit” in the “Layer Name” 
input box. Click the “Symbology” tab, click “Categories,” “Unique val-
ues, many.”

 2. ArcMap™ has the ability to build symbology for unique values using mul-
tiple fields. In the first combo box, select “Ccl$ Ccl” for capability class 
and “CScl$ CScl” in the second combo box for subclass. Click “Add All 
Values.” Note that combinations of class and subclass appear in the symbol-
ogy dialog. Colors, patterns, and labels of the symbology can be edited in 
the dialog box. For simplicity, a layer file has been created with predefined 
symbology and will be used.

 3. Right click on the “soilmu_a_aoi” map layer, select “Remove.” Click on 
the Add Data icon and navigate to “C:\Chapter_5\ArcGIS\Layers,” select 
“soilmu_a_aoi.lyr” from the list, click “Add.”

 4. Click and drag the soil mapping unit layer to the bottom of the table of con-
tents, your map should resemble Figure 5.10.

FigurE  5.9  ArcMap™ environment showing attribute table of soilmu_a_aoi following 
joins created to 120_55_Interp.xls, Ccl$ and Cscl$.
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5.4.3  PerForming sPatiaL Joins and exPorting attriBute data

A customized soil map has been created using data acquired from WSS and some 
simple techniques in ArcMap™. Although we are able to visualize where soil sam-
pling points occur with respect to the soil properties shown on the map, it is often 
desirable to have these data in tabular form. The soil sample point locations currently 
reside in the map as event themes; these will need to be converted to ESRI® shape-
files using the following procedure.

 1. Rename “NE1$ Events” and “NE13$ Events” to “NE_1_ss” and “NE_13_ss” 
respectively by right clicking on the theme and selecting the “General” 
tab. Enter the appropriate name in the “Layer Name” input box.

 2. Unless you have already done so, click the  to open the ArcToolbox.
 3. Expand the “Conversion Tools” list, expand the “To Shapefile” tool, and 

double click “Feature class to Shapefile” to open the conversion dialog.
 4. Select “NE_1_ss” and “NE_13_ss” respectively in the “Input features” 

combo box, note that they now appear in the list below.
 5. Click  next to the “Output folder” input box and navigate to delete fields 

shown in Table 5.5.

FigurE 5.10  Soil map symbolized for land Ccl and CScl in ArcMap™.

taBlE 5.5
Fields to delete in Spatial Join dialog Box

Object_ID Ccl_ACRE_Ccl

SPATIALVER Ccl_MUPCT_Ccl

Shape_Length CScl_MUSYM

Shape_Area CScl_ACRE_CScl

Ccl_MUSYM CScl_MUPCT_CScl
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 6. “C:\Chapter_5\ArcGIS\Shapefiles,” click . Note that these 
shapefiles have already been created for you and reside in the geoda-
tabase (C:\Chapter_5\ArcGIS\Geodatabase\Chapter_5_geodb.mdb). If 
you are using the data that accompanies this book, click .

Assigning values to a point feature class based on spatial occurrence with respect 
to another feature class is possible; this procedure is called a “Spatial Join.” In this 
instance, attributes from the “Soil Mapping Unit” feature will be joined to the 
soil sample location themes “NE_1_ss” and “NE_13_ss” using the following 
procedure.

 1. Expand the “Analysis Tools” list, expand the “Overlay” list, and select 
“Spatial Join.” The “Spatial Join” dialog opens.

 2. Select “NE_1_ss” in the “Target Features” combo box.
 3. Select “Soil Mapping Unit” in the “Join Features” combo box.
 4. Click  next to the “Output Feature Class” input box, navigate to 

“C:\Chapter_5\ArcGIS\Shapefiles\” and enter “NE_1_ss_soil.shp,” click 
.

 5. In this case, there are duplicate and unnecessary fields in the data set, 
remove selected fields for inclusion in the new data set by highlighting the 
field(s) to be removed and click  to remove the field. Fields to remove are 
listed in Table 5.4.

 6. Click  to perform the spatial join and create the new shapefile.
 7. Repeat to join “NE_13_ss.”
 8. After adding the “NE_1_ss_soil” and “NE_13_ss_soil” themes to the map, 

attribute tables of these themes can be exported as “*.txt” files and imported 
into MS Excel by opening the attribute table and selecting “Export” from 
the list of “Options.” MS Excel files of these attribute tables have been 
created and stored on the accompanying CD (C:\Chapter_5\ArcGIS\Tab_
Data\120_55_SS_Soils.xls).

5.5  concluSion

A GIS integrates computer hardware, software, and data to capture, manage, ana-
lyze, and display data. Consider that nearly all data have location associated with it. 
GIS assists in determining if there are trends or relationships between datasets that 
can assist in answering questions. In this case, land Ccl and CScl were spatially 
assigned to points representing soil sampling areas in a field. These data can be used 
with additional data from analysis of soil samples or yield data to determine if these 
interpretive values explain any spatial variation within the field.

Fully developing an analysis of these fields requires additional data collec-
tion or integration of additional map layers. However, developing options for 
improving energy efficiency and productivity is possible considering the data 
presented in this exercise. Soils in the field of Section 1 are said to have limita-
tions for row cropping due to wetness and erosion, some are extreme, precluding 
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agricultural use (Figure 5.11). Crop productivity 
may be improved with management or installing 
artificial drainage. Wetland areas and areas with 
class VIII (w) may act as catchments for drain-
age water. Adopting a reduced tillage or no-tillage 
system may reduce erosion and build organic mat-
ter which may improve soils classified as III (s). 
These practices may improve conditions such as 
the sandy area in the NE corner of the field in 
Section 1 (Figure 5.11). Nutrient management 
strategies may be altered to apply nutrients during 
drier periods to reduce leaching, denitrification, or 
runoff losses.

These practices may improve productivity and 
efficiency of energy and resource use. However, if 
management or structural land modifications are 
not feasible, alternative land uses are an option. 
Redirecting land use to enterprises more suitable to 
indigenous soil conditions can optimize input effi-
ciency and profitability. Spatial soil data integrated 
with site collected and other publically available data 
in a GIS can assist in designing enterprises optimally 
suited to the land capabilities.
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6 Space,	Time,	Remote	
Sensing,	and	Optimal	
Nitrogen	Fertilization	
Rates:	A	Fuzzy	
Logic	Approach

Nicolas Tremblay, Yacine M. Bouroubi, 
Bernard Panneton, Philippe Vigneault, 
and Serge Guillaume

6.1  ExEcutivE Summary

Fuzzy logic inference systems (FISs) can help provide within-field nitrogen (N) fertil-
ization recommendations by combining critical plant- and soil-based spatial informa-
tion. This chapter describes how, based on spatially distributed information, FIS can 
be used to develop in-season N recommendations. A sample problem is provided. Soil 
and plant information considered in this analysis included apparent soil electrical con-
ductivity (ECa), elevation (ELE), and the remote sensing–based N sufficiency index 
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(NSI = NDVIsample/NDVIwell-fertilized reference). Expert knowledge for formulating fuzzy 
rules was developed from corn growth data following an in-season N application. The 
best mid-season growth response to in-season N occurred in areas of low ECa and 
high ELE. Under these favorable soil conditions, maximum mid-season growth was 
obtained without in-season N irrespective of the NSI values. Where soil conditions 
were less favorable (i.e., high ECa and low ELE), mid-season growth benefited from 
high in-season N rate only when NSI was low. These relationships were modeled 
using a simple FIS having three inputs (ECa, ELE, and NSI) fuzzified with only two 
sets (low and high), an output (optimum N rate) with three fuzzy sets (low, medium, 
and high) and a set of eight simple rules. The FIS appeared to be a useful and handy 
tool for incorporating expert knowledge into spatially variable N recommendations. 
An example describing a basic implementation of the FIS in ArcGIS is included.

6.2  introduction

Nitrogen (N) management is one of the primary factors affecting crop yield and pol-
lution from agroecosystems. A reduction in N application rates has a more beneficial 
impact on NO3-N losses than an increase in drain spacing or a decrease in drain 
depth.1 Nitrogen lost to denitrification, leaching, volatilization, or surface erosion is 
harmful to the environment. Intensive agricultural practices contribute to the deg-
radation of surface and subsurface water quality. Row crops are particularly suscep-
tible to N losses early in the season. An extensive survey of N fertilization practices 
for corn in Quebec2 showed that the overall optimal N rate (Nopt), which ranged 
between 25 and 135 kg N ha−1 in 50% of the fields, was generally below the recom-
mended rate which ranged from 120 to 170 kg N ha−1.3 To reconcile economic and 
environmental objectives, crop production systems must adhere to a “just enough” 
principle.4 For crops where split N application is possible, a low initial dressing at 
sowing should be applied, leaving most of the total anticipated N dose retained for 
the topdressing (early growth) application. It is well known that split N applications 
enhance N use efficiency by crops and increase economic returns.5,6

Early detection of N deficiency in crops provides producers with an opportunity for 
more closely matching their application rates to the real-time N requirements of the crop. 
Remote sensing–based vegetation indices (VIs) that assess a crop’s biomass/chlorophyll 
status can be obtained through a variety of sensors and platforms.7–12 One of the most 
commonly used VIs is the normalized difference vegetative index (NDVI). NDVI is cal-
culated with the equation, where NDVI = (NIR − RED)/(NIR + RED). Information pro-
vided by VIs can be enhanced for N assessment purposes by transforming them into an 
N sufficiency index (NSI), where NSI = NDVIsample/NDVIwell-fertilized control,8,11,13,14 or into 
a response index (RI), where RI = VIsample/VIunfertilized control.15 The uniform application of 
fertilizer N can result in areas where fertilizer is overapplied and other areas where it is 
underapplied. Optimal N fertilization is bound to the spatial variability of field param-
eters such as topography16 or ECa.17,18 Low ECa tends to be associated with soils more 
favorable to plant growth.18 Topography also influences soil water content, temperature, 
nutrient use efficiency, water infiltration, and crop growth and development.17,19–22 In 
addition, interactions among climatic conditions, ECa, and topography are likely to fur-
ther influence growth and yield.23 The spatially variable application of N fertilizers is the 
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only strategy capable of optimizing (both economically and environmentally) overall N 
use in this context.12,19,24–27 The economically optimum N rate (EONR) is the N rate that 
maximizes producer profits. Despite the abundance of studies showing the influence of 
plant N deficiency level and soil conditions on EONR, very few actually translate this 
knowledge into recommendations systems for actual N rates. One example of an excep-
tion is a polynomial model for estimating EONR based on parameters such as crop 
biomass, ECa, and topographical features.28 However, the rigidity associated with the 
polynomial equation did not have the flexibility to predict N requirements outside the 
boundary conditions of the original work.

Artificial intelligence systems offer an option for predicting N recommendations. 
One study showed the potential and the suitability of the fuzzy logic approach for the 
classification and mapping of loosely defined soil phenomena and parameters.29 Other 
studies found that fuzzy logic was the most adapted artificial intelligence strategy for 
describing a system characterized by imprecision, particularly where expert knowl-
edge can be valued.30,31 Some studies applied fuzzy logic to the cartography of the 
risks of overfertilization to the environment (nitrate leaching, soil acidification, and 
ammonia gas losses).30 Others developed a fuzzy logic-based decision-support system 
integrating remote sensing data and plant growth models for management of within-
field spatial variability.32 The purpose of this chapter is to demonstrate how an FIS can 
be used to modulate N rates based on soil (ECa and ELE) and crop (NSI) information.

6.3  matErialS and mEtHodS

6.3.1  extracting the FieLd Parameters

The example used herein is extracted from a study called GAPS #333 conducted 
between 2004 and 2007 by Agriculture and Agri-Food Canada. The experiment was 
conducted on corn (Zea mays L.) in St.-Valentin QC, Canada (UTM coordinates: 
629589.38 E 4994395.04 N). The 2005 field size was 8.66 ha.

In this example, the N rate treatments were established lengthwise (Figure 6.1) 
in the field. One 4.5 m strip without any N fertilization was established in the cen-
ter of the fields. All remaining areas in the field received 30 kg N ha−1 at sowing 
(May 12) and from 0 to 157.5 kg N ha−1 during in-season N application. Two 4.5 m 
wide N-saturated strips were established with 220 kg N ha−1 broadcasted at sowing 
for a total of 250 kg N ha−1. Nonlimiting fertility conditions in other nutrients were 

0 75 150 300 m Nil-N strip (start 0 kg N ha–1 + 0 kg N ha–1 at sidedress)

Field countour limit
Ntrt 4 (start 30 kg N ha–1 + 157.5 kg N ha–1 at sidedress)
Ntrt 3 (start 30 kg N ha–1 + 105 kg N ha–1 at sidedress)
Ntrt 2 (start 30 kg N ha–1 + 52.5 kg N ha–1 at sidedress)
Ntrt 1 (start 30 kg N ha–1 + 0 kg N ha–1 at sidedress)

Rich strip (start 30 kg N ha–1+ 220 kg N ha–1 + sidedress)

N

FigurE 6.1  N treatment map of the 2005 corn crop.
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achieved following provincial standards.3 The trial was planted in conventional till-
age (ploughing in autumn and standard soil preparation before sowing in spring) 
with 0.75 m row spacing.

A Veris™ model 3100 sensor cart system (Veris Technologies, Salina, KS) was 
used to measure ECa (Figure 6.2). The measurement electrodes were configured to 
provide both shallow (0–30 cm in depth) and deep (0–90 cm in depth) ECa readings; 
the shallow readings are the ones reported in this chapter. ECa was collected on bare 
soil in spring from perpendicular transects, approximately 10 m apart.

ELE were measured with a differential global positioning system (DGPS; 
Pathfinder™ Pro XRB, Trimble Navigation Ltd., Sunnyvale, CA; accuracy ±15 cm) 
mounted on an all-terrain vehicle. The distance between the ELE transects was 
approximately 9 m. The sampling density along the transect was between 6 and 12 m, 
and depended on the speed of the all-terrain vehicle (5–8 km h−1).

ECa data (Figure 6.12A) and DGPS ELE data (Figure 6.12B) were processed by 
kriging. The software programs GS+™ (Gamma Design Software, LLC, Plainwell, 
MI) and ArcGIS™ Geostatistical Analyst (ESRI, Redlands, CA) were used for gener-
ating semivariograms, extracting geostatistical parameters, and selecting interpola-
tion models.

6.3.2  ndvi and caLcuLating the nsi

In this example, the canopy reflectance measurements and output NDVI were 
obtained from five GreenSeeker™ sensors (NTech Industries, Inc., Ukiah, CA) 
fixed side by side on a boom, spaced 0.75 m apart and mounted on an alumi-
num trailer (Figure 6.3). The trailer was pulled by a tractor at a constant speed. 
Controller-area network bus emitter–receivers (National Instruments Corporation, 
Austin, TX) were connected to the GreenSeeker units and a GPS and sent data to 
a PCMCIA card hooked up to a portable computer. The GPS link allowed NDVI 
readings to be mapped in real time. The raw NDVI data were corrected for posi-
tional inaccuracies owing to the lack of precision (±1.5 m) of the WAAS (Wide 
Area Augmentation System) GPS system and were interpolated by kriging. The 
map is shown in Figure 6.12C.

As mentioned in the introduction, raw NDVI values were converted to NSI values 
by dividing each number by the corresponding NDVI value of well-fertilized zone. 

FigurE 6.2  Veris sensor cart for ECa measurement.
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For this calculation, the NDVI value in the denominator was represented by the 90th 
percentile of the 20 nearest neighbors, within the well-fertilized strips, of the point 
of interest. In all cases, nearest neighbors were within 43.5 m from any point. A soil 
similarity condition was added: NSI is retained only if ECa and ELE for the numera-
tor and the denominator are close (less than one standard deviation of the whole 
values of ECa or ELE, respectively). This condition was valid at 98% for ECa and 
at 88% for ELE. It follows that NSI calculation was made using saturated strip data 
with similar soil ECa and topography as the ones at the point of interest. The map is 
shown in Figure 6.12D.

6.3.3   Background knoWLedge aBout soiL and PLant 
status needed to determine n needs

To establish proper N requirements, a prior knowledge of soil textural and landscape 
characteristics as well as of plant N status is required. For example, Kravchenko 
et al.20 reported that ECa was negatively correlated with plant growth. Another study 
showed that favorable growing conditions for corn were found in areas with low ECa 
and high ELE, and that N requirements were higher in areas with high ECa or low 
ELE.2 High ECa and low ELE are characteristic of clay areas, while low ECa and high 
ELE are characteristic of sandy soils. The NSI can be used to identify N require-
ments in these zones. The NSI is less variable than absolute NDVI with regard to soil 
condition, type of sensor, and growing stage.3,14 The same authors found that NSI 
was related to N response but only in soil conditions naturally unfavorable to plant 
growth (high ECa and low ELE).14 Under low and medium ECa conditions, N rate did 
not have a significant influence on growth regardless of NSI status at stages V5–V7. 
For high ECa levels, a high N rate stimulated growth, in proportion with N limitation 
intensity, as measured by the NSI. This relationship with NSI held for ELE as well. 
For medium and high ELE, the response to N rate was not significant, regardless of 
deficiency (NSI) level. For low ELE, a high N rate increased growth, particularly 
when NSI was small (strong N deficiency). When NSI was high, a moderate N rate 
was adequate.

FigurE 6.3  GreenSeeker™ sensors mounted on a trailer and pulled by a tractor designed 
for NDVI measurement early in the season. The setup was designed to operate over five corn 
rows simultaneously.
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6.3.4  Fis For estimating sPatiaL n needs

For completeness, a basic introduction to FISs is presented. Fuzzy inference systems 
are used to convert input data to output data using fuzzy logic. Fuzzy inference sys-
tems can be defined from expert knowledge33 or from knowledge extracted from a 
training data set.34 These two approaches can also be combined.35 Here, the approach 
based on expert knowledge was implemented.

As a first step, the domain of each input variable is partitioned into a collection of 
fuzzy sets. Depending on its value, an input is assigned a membership degree to each 
of the set using a membership function (MF). This process is called fuzzification of 
the inputs, and an example is provided in Figure 6.4. In this example, the domain of 
the input variable has been partitioned into three fuzzy sets. For each fuzzy set, sim-
ple trapezoidal MFs were defined. Using these functions, the membership to each set 
is calculated. In the example, a variable with a value of 155 has membership values of 
0, 0.28, and 0.72 in fuzzy sets 1, 2, and 3, respectively. After fuzzification, an input is 
a member of all the sets with varying degrees of membership. In principle, more than 
two fuzzy sets can overlap and the sum of memberships for one variable can take 
any value. However, limiting overlaps to two neighboring sets and forcing the sum 
of memberships to 1 result in inference systems where rules are easier to interpret.33

Once all inputs are fuzzified, fuzzy logic is used to combine these inputs to arrive 
at a conclusion using fuzzy operators. Inputs combined to arrive at a single conclu-
sion form a rule. For example, assume our system has two input variables (X1 and X2) 
and a single output (Y), partitioned as in Figure 6.5. Then, one of the rules can be 
(RULE 1 in Figure 6.5):

 
IF is Low) AND is Low)

Antecedent

( (X X1 2� ��������������� ���������������� � ���� ����THEN is Low
Consequent

Y
 (6.1)

The antecedent is a combination of the membership of the inputs and the consequent 
is the outcome from the rule. Various operators can be used, but here the minimum 
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FigurE 6.4  Example of fuzzy partitions and associated MFs.
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FigurE 6.5  A two-input–one-output basic FIS with two rules. Example for X1 = 0.875 and X2 = 0.7 yielding Y = 0.9 as output.
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value operator was used for the fuzzy AND. More than a single rule can yield the same 
consequent. In this case, these rules can be combined with a fuzzy OR operator as in

 IF Antecedent OR Antecedent 2 THEN Consequent1 1  (6.2)

Equation 6.2 is equivalent to using two separate rules:

 

IF Antecedent 1 THEN Consequent1

IF Antecedent 2 THEN Consequent1  
(6.3)

Here, fuzzy AND was the minimum of the memberships and fuzzy OR was the 
maximum of the memberships.

In our case, the output is a continuous variable (nitrogen dose). Fuzzy sets and 
associated MFs have to be defined for the output variable as well. The value of the 
antecedent is the degree of support for the rule. Returning to the example in Figure 
6.5, for X1 = 0.875 and X2 = 0.7, the degree of support for RULE 1 would be 0.25 
(min(0.25, 0.60)). For this rule, the MF of the consequent would be truncated to 
0.28 yielding the red area in Figure 6.5. In the end, for one data point (i.e., all input 
variables each at a fixed value), a set of truncated MFs will be created from the 
consequents of all activated rules (grey and dark grey areas in Figure 6.5). A rule is 
activated when its degree of support is greater than 0.

The next step is to combine or aggregate all consequents from activated rules 
corresponding to a data point. Several methods can be used. Here, the aggregation 
was performed using the MAX rule. Graphically, this is equivalent to overlapping all 
truncated MFs to define a region enclosed within the resulting outer boundary. An 
example is shown in Figure 6.5 as a grayed area.

The last step is to retrieve a numerical value out of the result of the aggregation. This 
was achieved by computing the centroid of the area defined by the aggregation and tak-
ing the corresponding value of the output variable (0.9 in the example of Figure 6.5).

6.3.4.1  design of the FiS
The first step in the implementation of a fuzzy inference system is to define the parti-
tions for the input and output variables. In our case, the inputs were ECa, ELE, and 
NSI and the output was N rate. Considering that the knowledge base is not extensive, 
partitioning of the input variables was kept simple. Only two fuzzy sets were used 
for each input and three sets were used for the output. (Figure 6.6: examples in this 
section were generated using FisPro 3.1.2.)36

The next step is to define a set of rules. Based on expert knowledge developed 
from experimental trials, eight rules were formulated (Table 6.1). In summary, the 
rules reflect the following knowledge:

• NSI was the more important factor and in areas of low NSI, crop growth 
benefits from higher N rate.

• In both, areas of high ECa and areas of low ELE, crop growth benefits from 
higher N rate.

When low NSI combined with either low ELE or high ECa, it was decided that N rate 
should be high (rules 1 and 2). When a high NSI was combined to either a high ELE 
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or low ECa, the N rate was low. In all other cases where one variable was calling for 
a low N rate and the other for a high N rate, it was decided to set N rate to the mid 
level (Med in Table 6.1).

The inner workings of the FIS for two cases are illustrated in Figure 6.7. In case 1, 
both ECa and NSI were set at the lowest level and ELE was set at mid level. In this 
case, rules 1, 5, and 6 were activated. Rule aggregation is shown in Figure 6.7 in the 
upper-right corner. The centroid was 139.8 kg ha−1, a fairly high dose of N. In case 2, 
ECa was kept at the low end of the range and both, ELE and NSI, were set at the top 
of the range. In this case, rules 3, 4, and 8 were activated. The estimated N rate was 
15.1 kg ha−1. Surfaces illustrating the response of the inference system at high and 
intermediate values of NSI are shown in Figure 6.8.

6.3.5  steP-By-steP exercises using arcgis 9.2

The objective of these exercises is to generate a map of N rates recommendation 
for a corn crop, using previously known terrain characteristics and an assessment 
of crop N deficit derived from a remotely sensed parameter. Fuzzy logic concepts 
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FigurE 6.6  MFs for the three inputs and the output.
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have been described above, and the purpose of the following section is to demon-
strate how the calculations are conducted using the Raster Calculator application 
in ArcGIS. It is strongly recommended that all steps be performed carefully and in 
the given order. The exercises require ArcGIS 9.2 with the Spatial Analyst exten-
sion activated. To activate the Spatial Analyst extension, click Tools > Extensions. 
Select Spatial Analyst. To see the extension on the toolbar, click View > Toolbars > 
Spatial Analyst.

Exercise 6.1: MF for ECa, ELE, and NSI

Explanations
For the sake of demonstration with ArcGIS, two simple MFs are used for input 
parameters (ECa, ELE, and NSI). Triangular (or trapezoidal) MFs evaluate the true-
ness that an input variable X is in “Low” or “High” value sets (Figure 6.6) and are 
expressed as

 
MF ( in Low) min

max

X
X X

X X
= − −

−
1

min  
(6.4)

 
And since MFs MF ( in High) min

max min
∑ = = −

−
1, X

X X

X X  
(6.5)

X represents the input variable ECa, ELE, and NSI. And always, if MF < 0, take 
MF = 0, and if MF > 1, take MF = 1.
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FigurE 6.7  Two illustrative cases for the FIS.
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In the case of ECa and ELE, Xmin and Xmax are equal to the minimum and the 
maximum of measured values. For NSI and based on literature and our experience, 
minimum and maximum values were set to 0.5 and 1.0, respectively.

For N rate, it is not necessary to give the formulation of the three trapezoidal MFs 
proposed (Figure 6.6) because we will use discrete values of N rate and their MFs for 
the aggregation–defuzification step.

Step-by-Step in ArcGIS

 1. Open ArcMap to a new, empty map.
 2. Click File > Add Data. In the Add Data dialogue box, navigate to 

ChapterX\ExerciseX\ on the CD accompanying the book and open files 
ECaMap_2005.tif, ELEmap_2005.tif and NSImap_2005.tif. Note that the 
projection has been already established in the metadata of each TIFF files. 
The projection should be in meters (UTM NAD 83 zone 18). The three 
maps should open on top of each other.

 3. Click Spatial Analyst on the Spatial Analyst toolbar and select Raster 
Calculator.

 4. In the Raster Calculator dialogue box, copy paste the formula 1 – 
([ECaMap_2005.tif] – 3)/23 in the text box under the Layers label. The 
Raster Calculator dialogue box should look like the example shown in 
Figure 6.9. Once it does, click the Evaluate button.

 5. A new layer will appear in the workspace. This temporary layer will 
be named Calculation. To continue the exercise, you have to export the 

FigurE 6.9  Raster Calculator settings for the MF that generates a raster map.
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map in TIFF format and rename it, following the suggestion in Table 
6.1. Right-click with the mouse cursor on the Calculation layer. On 
the conceptual menu, click Data > Export Data (Figure 6.10). In the 
Export Raster Data—Calculation dialogue box (Figure 6.11), change 
the default filename in the Name label to mfECa_Low and change the 
default file format in the Formats label to TIFF. Click the Save button. 
The mfECa_Low.tif map file will appear as a new layer in the workspace. 
Keep the file open.

 6. The Calculation layer is no longer necessary. Right-click with the mouse 
cursor on the Calculation layer. On the conceptual menu, click Remove.

 7. Repeat steps 1–6 with all the formulas shown in Table 6.2 using copy paste. 
Rename the resulting maps with the filenames indicated in the “Resulting 
files (suggested filenames)” column in Table 6.2. It is important that each 
expression be given the corresponding filename shown in the table. At the 
end, you should have eight TIFF files (Table 6.2). These files will be used 
for the next steps.

Exercise 6.2: Using the rules

Explanations
The implementation of the inference rules must follow a mathematical logic that 
ArcGIS can understand. The set of rules in Table 6.1 was reformulated as four rules 
using the fuzzy OR operator (MAX) as First rule: If (ECa is High OR ELE is Low) 

FigurE 6.10  Exporting a temporary raster file into another file format in ArcMap.
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AND NSI is Low THEN N rate is High. Second rule: If (ECa is Low OR ELE is 
High) AND NSI is High THEN N rate is Low. Third rule: If (ECa is Low OR ELE 
is High) AND NSI is Low THEN N rate is Med. Fourth rule: If (ECa is High OR 
ELE is Low) AND NSI is High THEN N rate is Med.

AND/OR operators are materialized by MIN and MAX operations, respec-
tively. Table 6.2 presents all formulas resulting from the eight maps obtained in 
Exercise 6.1.

FigurE 6.11  Writing a TIFF raster file in ArcMap.

taBlE 6.2
mathematical Expression of the defuzzification Formula used 
in Exercise 6.1

Expressions resulting Files (Suggested Filenames)

1 – ([ECaMap_2005.tif] – 3)/23 mfECa_Low.tif

([ECaMap_2005.tif] – 3)/23 mfECa_High.tif

1 – ([ELEmap_2005.tif] – 43.65)/1.6 mfELE_Low.tif

([ELEmap_2005.tif] – 43.65)/1.6 mfELE_High.tif

1 – ([NSImap_2005.tif] – 0.5)/0.5 mfNSI_Low_linear.tif

([NSImap_2005.tif] – 0.5)/0.5 mfNSI_High_linear.tif

MAX (MIN ([mfNSI_Low_linear.tif], 1), 0) mfNSI_Low.tif

MAX (MIN ([mfNSI_High_linear.tif], 1), 0) mfNSI_High.tif
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Step-by-Step in ArcGIS

 8. Click Spatial Analyst again on the Spatial Analyst toolbar, and select 
Raster Calculator. In the Layers label, you should have eight TIFF files in 
addition to the three original ones. These files come from Exercise 6.1.

 9. In the Raster Calculator dialogue box, copy paste the formula MIN 
(MAX([mfECa_High.tif], [mfELE_Low.tif]), [mfNSI_Low.tif]) in the text 
box under the Layers label. Click the Evaluate button.

 10. Again, a new layer will appear in the workspace. This temporary layer will be 
named Calculation. Export the temporary layer in TIFF format and rename 
the new map, following the suggestion in Table 6.3. Right-click with the mouse 
cursor on the Calculation layer. On the conceptual menu, click Data > Export 
Data. In the Export Raster Data—Calculation dialogue box, change the 
default filename in the Name label to mfNopt_High and change the default file 
format in the Formats label to TIFF. Click the Save button. The map mfNopt_
High.tif map file will appear as a new layer in the workspace. Keep the file open.

 11. The Calculation layer is no longer necessary. Right-click with the mouse 
cursor on the Calculation layer. On the conceptual menu, click Remove.

 12. Repeat steps 8–11 with all the formulas shown in Table 6.3 using copy paste. 
Rename the resulting maps with the filenames indicated in the “Resulting files 
(suggested filenames)” column in Table 6.3. It is important that each expres-
sion be given the corresponding filename shown in the table. At the end, you 
should have four TIFF files (Table 6.3). These files will be used in Exercise 6.3.

Exercise 6.3: Aggregation

Explanations
The output value is the result of all rules implemented in the FIS. One of the pos-
sible strategies for aggregation is to use the envelope (MAX) bordering the MFs 

taBlE 6.3
mathematical Expression of the defuzzification Formula used 
in the Second Exercise

Expressions resulting Files (Suggested Filenames)

MIN (MAX([mfECa_High.tif], [mfELE_Low.tif]), 
[PNSI_Low.tif])

mfNopt_High.tif

MIN (MAX([mfECa_Low.tif], [mfELE_High.tif]), 
[PNSI_High.tif])

mfNopt_Low.tif

MIN (MAX([mfECa_Low.tif], [mfELE_High.tif]), 
[mfNSI_Low.tif])

mfNopt_Med1.tif

MIN (MAX([mfECa_High.tif], [mfELE_Low.tif]), 
[mfNSI_High.tif])

mfNopt_Med2.tif
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(Figure 6.5). The defuzification is then the calculation of the N rate output value 
from the integral:
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This integral is substituted by the sum of discrete values of N rate (Ndiscr). In our case, 
they span from 20 to 200 kg N ha−1 with 20 kg N ha−1 increments
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Thus, the trueness degree that a value N rate of a pixel in the map is equal to a value 
Ndiscr is

Trueness(N rate = Ndiscr) =  MAX{MIN[MF(N rate in Low), MF(Ndiscr in Low)],
 MIN[MF(N rate in Med)rule 3, MF(Ndiscr in Med)],
 MIN[MF(N rate in Med)rule 4, MF(Ndiscr in Med)],
 MIN[MF(N rate in High), MF(Ndiscr in High)]}

Step by Step in ArcGIS

 13. Click Spatial Analyst on the Spatial Analyst toolbar and select Raster 
Calculator. In the Layers label, you should have four more TIFF files in 
addition to the three original ones and the eight calculated earlier. These 
four maps come from Exercise 6.2.

 14. In the Raster Calculator dialogue box, copy paste the formula MAX (MIN 
([mfNopt_Low.tif], 1), MIN ([mfNopt_Med1.tif], 0), MIN ([mfNopt_Med2.
tif], 0), MIN ([mfNopt_High.tif], 0)) in the text box under the Layers label. 
Click the Evaluate button.

 15. Again, a new layer will appear in the workspace. This temporary layer will 
be named Calculation. Export the temporary layer in TIFF format and 
rename the new map, following the suggestion in Table 6.4. Right-click 
with the mouse cursor on the Calculation layer. On the conceptual menu, 
click Data > Export Data. In the Export Raster Data—Calculation dia-
logue box, change the default filename in the Name label to trNequal_20 
and change the default file format in the Formats label to TIFF. Click the 
Save button. The trNequal_20.tif map file will appear as a new layer in the 
workspace. Keep the file open.

 16. The Calculation layer is no longer necessary. Right-click with the mouse 
cursor on the Calculation layer. On the conceptual menu, click Remove.

 17. Repeat steps 13–16 with all the formulas shown in Table 6.4 using copy 
paste. Rename the resulting maps with the filenames indicated in the 
“Resulting files (suggested filenames)” column in Table 6.4. It is important 
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that each expression be given the corresponding filename shown in the 
table. At the end, you should have 10 TIFF files (Table 6.4). These files will 
be used for the final exercise, Exercise 6.4.

Exercise 6.4: Defuzzification

The final defuzification step consists in the calculation of the N rate by the weighted 
summation as explained in the previous exercises.

Step-by-Step in ArcGIS

 18. Click Spatial Analyst again on the Spatial Analyst toolbar, and select 
Raster Calculator. In the Layers label, you should have 10 more TIFF 
files in addition to the three original ones, the eight from Exercise 6.1, 
and the four calculated in Exercise 6.2. These 10 maps come from 
Exercise 6.3.

 19. In the Raster Calculator dialogue box, copy paste the formula 
(20 * [trNequal_20.tif] + 40 * [trNequal_40.tif] + 60 * [trNequal_60.tif] + 

taBlE 6.4
mathematical Expression of the defuzzification Formula used 
in Exercise 6.3

Expressions
resulting Files 

(Suggested Filenames)

MAX (MIN ([mfNopt_Low.tif], 1), MIN ([mfNopt_Med1.tif], 0), 
MIN ([mfNopt_Med2.tif], 0), MIN ([mfNopt_High.tif], 0))

trNequal_20.tif

MAX (MIN ([mfNopt_Low.tif], 0.8), MIN ([mfNopt_Med1.tif], 0.2), 
MIN ([mfNopt_Med2.tif], 0.2), MIN ([mfNopt_High.tif], 0))

trNequal_40.tif

MAX (MIN ([mfNopt_Low.tif], 0.4), MIN ([mfNopt_Med1.tif], 0.6), 
MIN ([mfNopt_Med2.tif], 0.6), MIN ([mfNopt_High.tif], 0))

trNequal_60.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 1), 
MIN ([mfNopt_Med2.tif], 1), MIN ([mfNopt_High.tif], 0))

trNequal_80.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 1), 
MIN ([mfNopt_Med2.tif], 1), MIN ([mfNopt_High.tif], 0))

trNequal_100.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 1), 
MIN ([mfNopt_Med2.tif], 1), MIN ([mfNopt_High.tif], 0))

trNequal_120.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 0.6), 
MIN ([mfNopt_Med2.tif], 0.6), MIN ([mfNopt_High.tif], 0.4))

trNequal_140.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 0.2), 
MIN ([mfNopt_Med2.tif], 0.3), MIN ([mfNopt_High.tif], 0.8))

trNequal_160.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 0), 
MIN ([mfNopt_Med2.tif], 0), MIN ([mfNopt_High.tif], 1))

trNequal_180.tif

MAX (MIN ([mfNopt_Low.tif], 0), MIN ([mfNopt_Med1.tif], 0), 
MIN ([mfNopt_Med2.tif], 0), MIN ([mfNopt_High.tif], 1))

trNequal_200.tif
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80 * [trNequal_80.tif] + 100 * [trNequal_100.tif] + 120 * [trNequal_100.
tif] + 140 * [trNequal_140.tif] + 160 * [trNequal_160.tif] + 180 * 
[trNequal_180.tif] + 200 * [trNequal_200.tif])/([trNequal_20.tif] + 
[trNequal_40.tif] + [trNequal_60.tif] + [trNequal_80.tif] + [trNequal_100.
tif] + [trNequal_100.tif] + [trNequal_140.tif] + [trNequal_160.tif]  + 
[trNequal_180.tif] + [trNequal_200.tif]) in the text box under the Layers 
label. Click the Evaluate button.

 20. A new layer will appear in the workspace. This temporary layer will 
be named Calculation. Export the temporary layer in TIFF format and 
rename the new map, following the suggestion in Table 6.4. Right-click 
with the mouse cursor on the Calculation layer. On the conceptual menu, 
click Data > Export Data. In the Export Raster Data—Calculation 
dialogue box, change the default filename in the Name label to Nopt_
Fuzzy and change the default file format in the Formats label to TIFF. 
Click the Save button. The Nopt_Fuzzy.tif map file will appear as a new 
layer in the workspace. Keep the file open.

 21. The Calculation layer is no longer necessary. Right-click with the mouse 
cursor on the Calculation layer. On the conceptual menu, click Remove.

 22. End of the exercise.

6.4  rESultS

As shown in Figure 6.12E, the calculated N requirements vary between 36.6 and 
159.9 kg N ha−1, according to the field attributes and crop status, as measured by 

(A) Apparent soil electrical conductivity

(B) Degital elevation model map

(D) Nitrogen sufficiency index map

(C) NDVI map from GreenSeeker data

(E) Nitrogen requirements (map result)
N
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High: 1.61
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KgN ha–1

NSI from NDVI
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ELE from GPS m

ECa from Vertis
Shallow mS m–1
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FigurE 6.12  Based maps (A, B, C, and D) used to calculate N requirements (E) in a corn field.
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canopy reflectance (NDVI) and translated into NSI. This map shows the high spa-
tial variability of N requirements. The variable N rate proposed by the output map 
should help enhance nitrogen use efficiency and reduce the environmental impact of 
overfertilization.

6.5  concluSionS

In 2005, the implementation of this strategy would have resulted in the application 
of 557 kg N to this 8.66 ha corn field. This represents a 40% reduction compared to 
the 1386 kg that the grower would have normally applied (160 kg N ha−1) with no 
anticipated reduction in crop productivity. As a result of the development of GPS, 
systematic soil sampling, geographic information systems, and precision farming, 
it has been determined that fields are highly spatially variable. The effect of this 
variability on fertilizer management is that the current uniform application practice 
results in areas where N is applied in excess of needs. Technologies are now avail-
able to account for this spatial variability and better match N supplies with crop 
requirements and help benefit the environment. Remote sensing technologies using 
airborne, satellite, or on-board platforms have been developed for that purpose. Such 
technologies can provide the information on the degree of N limitation endured by 
the crop at the moment of N fertilizer application. This time-critical information on 
crop status can be then added on top of the other layers of information that were pre-
viously obtained and are known to influence crop response of to N fertilizer applica-
tions. As a result, the spatial and timing aspects of a sound N fertilizer management 
can be considered fully. The purpose of the example used in this chapter was to 
provide a simple, hands-on overview of the way in which an FIS can be developed 
and adapted within a geographic information system as a decision-making tool for 
agricultural input management on the field scale. In order for the use of FISs in 
ArcGIS to become more flexible, access to or development of a fuzzy toolbox (using 
ArcObjects™) would be welcome.
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7 Digital	Northern	
Great	Plains	and	Zone	
Mapping	Application	
for Precision	Agriculture

Xiaodong Zhang

7.1  ExEcutivE Summary

To lower risk, enhance productivity, increase energy efficiency, and improve 
profitability, agricultural producers are increasingly turning to the use of infor-
mation technology (IT) to aid their decision-making processes. To overcome 
the traditional bottleneck impeding prompt and easy access by agricultural pro-
ducers to information like satellite imagery, we have developed two web-based 
data and decision support systems, digital northern great plains (DNGP) and 
zone mapping applications for precision farming (ZoneMAP). The two systems 
are connected with each other, driven by a common database system for remote 
sensing imagery (RSI) from both aircrafts and satellites. DNGP is primarily for 
data delivery augmented with common GIS capabilities and ZoneMAP focuses 
on decision support with automatic determination of the number of management 
zones and their delineation. The focus of this chapter is the applications of the 
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two systems on the Northern Great Plains region of the United States and how 
the techniques and methodology can easily be used for other areas of the country 
and world.

7.2  introduction

While recent increased demand on global food supply has led to improved economic 
returns for the agricultural industry, there has also been an increase in risk associated 
with food production systems because input costs have also increased significantly.1 
To lower risk, increase energy efficiency, enhance productivity, and improve profit-
ability, agricultural producers are increasingly turning to the use of IT to aid their 
decision-making processes.2 In addition to land, labor, and capital, which have long 
been agriculture’s traditional assets, information management has become the fourth 
asset,3 of increasing importance and has come to be known as precision agriculture. 
According to the National Research Council, “precision agriculture is a management 
strategy that uses information technologies to bring data from multiple sources to 
bear on decisions associated with crop production.”

Information of both spatial and temporal dimensions is required for precision 
agriculture. RSI acquired from satellites and aircrafts offers tremendous potential 
in providing information that is needed for precision crop management. Of course, 
information is valuable to producers only if it is timely, accurate, and can be (a) 
easily accessed, (b) straightforwardly integrated with multiple sources, (c) analyzed 
with software and hardware a typical information-seeker possesses, and (d) used 
with a minimum of training. These challenges are magnified in the case of precision 
agriculture by the digital size of satellite scenes and the limited bandwidths available 
to producers in many rural areas.

Typically, remote sensing data is delivered by scene, i.e., one IMAGE of the 
surface of the Earth. A single Landsat scene covering ∼740,000 ac and contains 
about 500 MB of data. For a 56 k dialup connection to the Internet, still used by 
some rural residents, downloading one scene would take 20 h. A typical farm field 
of 3000 ac, though, only occupies 1/250th of a scene. Obviously, if an image can 
be partitioned, even a slow connection can provide enough bandwidth for access. 
Adoption of remote sensing technology is also affected by the depths of scientific 
and technical knowledge required to analyze and interpret the data. One way to 
lower the barrier is to develop value-added products that can be easily interpreted. 
To a producer, the value of remote sensing images lies in how to convert them 
into a management decision that enhances productivity. To do so, images or their 
products have to be integrated with other applications. Compatibility of the data 
and product with others is important to ensure that we deliver not just data but 
productivity.

In response to these challenges, we designed and developed two web-based sys-
tems, DNGP and ZoneMAP. Both systems follow a client–server design of architec-
ture, offering a simple web interface that is easy to use and a server technology that 
handle data access, processing, and presentation. Also, the two systems are linked 
together by the same database system of RSI.

© 2011 by Taylor and Francis Group, LLC



Digital	Northern	Great	Plains	and	Zone	Mapping	Application	 125

7.3  mEtHodS

7.3.1  data and dataBase system

The Upper Midwest Aerospace Consortium (UMAC, http://www.umac.org) has col-
lected a rich archive of RSI over the northern Great Plains, including North and South 
Dakota, Minnesota, Montana, Wyoming, and Idaho spanning more than 30 years. 
Data include medium-resolution (20–250 m) multispectral images from satellite sen-
sors landsat multispectral scanner (MSS), thematic mapper (TM) and enhanced the-
matic mapper plus (EMT+), advanced space-borne thermal emission and reflection 
radiometer (ASTER), moderate-resolution imaging spectroradiometer (MODIS), sur-
face relief from shuttle radar topography mission (SRTM), and high-resolution (1–2 m) 
images from AeroCam,4 a multispectral airborne camera that was developed and oper-
ated by UMAC. To ensure consistency in temporal and spatial comparisons, all images 
have been atmospherically corrected. The final product is reflectance at the surface.

All images are managed though an Oracle database system with a spatial opera-
tion extension. While Oracle database system offers the capability of storing binary 
data such as images, we chose to store images as external GeoTIFF files and to link 
the images to database through their attributes in both regular and spatial dimen-
sions. An important spatial attribute is the border lines of an image, which are used 
for spatial operation such as intersection or containment. Often the polygon of the 
border lines of a geo-referenced image does not match the geo-extension of the 
image file, due to the inclination of the orbit. For these images, the border lines of 
the image are preferred. We have developed an algorithm to automatically detect the 
image extensions from Landsat-type data file. The database system also saves the 
information about users, among which a very convenient piece of information is 
the area of interest (AOI) that a user may use frequently.

7.3.2  digitaL northern great PLains

In designing the DNGP system, Zhang5 adopted “thin-client” architecture to ensure 
the minimum footprint on a client computer; with all computing and analysis carried 
out by the host server and results presented through a web interface accessible via 
a web browser. There are three tiers in the design: client presentation, data process-
ing, and data storage. The client tier is the graphical user interface, through which 
users interact with DNGP and its database. The web interface features a modular-
ized design with three independent panels for map, image list, and layers. Since the 
contents of the interface are constantly changing due to, e.g., a change of image, we 
use AJAX to ensure dynamic and targeted update of content. Figure 7.1 shows 
the interface.

The data processing tier is the main part of the DNGP implementation where 
the server side process takes place, interacting with the client and database. This 
tier was implemented using the open source applications. Raster and vector data are 
processed using Geospatial Data Abstraction Library and OpenGIS Simple Features 
Reference Implementation library, respectively. Various raster and vector layers 
are combined into a final image using another open-source package, MapServer. 
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We also used PROJ.4 Cartographic Projections Library for coordinate conversion 
between different projections and datum. The data storage is managed by an Oracle 
database management system with spatial extension.

The DNGP system has several features that enable users with low-bandwidth 
Internet connections to search and download remote sensing data (RSD) and prod-
ucts easily and quickly. These features include

• Intuitive user interface, which allows users to conduct searches via spatial 
coordinates. This is critical because essentially a farm is a spatial object. 
With thousands of images archived, this allows a user to focus quickly on 
his or her particular AOI.

• Remote sensing images can be subset either spatially or spectrally. A sig-
nificant amount of bandwidth can be saved, and hence a timely delivery 
achieved, by eliminating data of no interest to a user.

• Products (e.g., sugar beet yield) are generated on the fly, which not only 
simplifies the database design but provides dynamic update capability as 
well. Whenever algorithms used in developing products are improved, users 
have access to them.

• Images or products can be downloaded in a variety of formats to ensure 
compatibility with other application software.

FigurE 7.1  The DNGP web user interface.
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• A multitude of vector layers, including township, highways, lakes, rivers, 
and other geographic features has been incorporated into the system to help 
users identify their targets.

• “One interface” design ensures a smooth user experience and simplifies the 
learning curve.

7.3.3  zone maPPing: Precision Farming

With DNGP system providing data access that is tailored to the needs of agriculture 
producers, ZoneMAP was designed to offer a decision support tool to further enhance 
productivity.6,7 By connecting to the same database system with a rich archive of 
RSD spanning the past 30 years, ZoneMAP allows a user to define variability within 
a field using spatial information that is multispectral and multitemporal.

We chose fuzzy c-means as the clustering algorithm for ZoneMAP. It is basi-
cally the same as that used by Fridgen et al.8 except for the method of estimating 
the measure of similarity between observations and centers of the clusters that are 
to be determined. Typically, measure of similarity can be estimated using Euclidean 
distance, diagonal distance, or Mahalanobis distance. Since the Euclidean distance 
algorithm requires variables to be of equal variances and noncorrelated, which are 
rarely true in reality, we only implemented the latter two algorithms. The diagonal 
distance algorithm compensates for the difference in variances of different variables, 
but it is still sensitive to correlated variables. The Mahalanobis distance algorithm is 
designed for data sets that are both correlated and have different variance by adjust-
ing the distance with variance–covariance matrix within the pool of data sets. We 
found that both the diagonal and Mahalanobis distance algorithms gave very simi-
lar results in our testing. We used the diagonal distance algorithm in classification 
because it is much faster and therefore highly suitable for a web-based application, 
such as ZoneMAP.

Determining the most appropriate number of zones is difficult in the interpreta-
tion of unsupervised classification. Fridgen et al.8 used the convergence of fuzziness 
performance index (FPI) and normalized classification entropy (NCE) to determine 
the optimal number of management zones. Theoretically, the best classification 
occurs when membership sharing (FPI) and the amount of class disorganization 
(NCE) is at a minimum with the least number of classes used. However, sometimes 
NCE and FPI do not converge and the optimal number of zones suggested by one 
parameter is significantly different from the one suggested by the other.9

Another method to evaluate classification success is to estimate how much 
within-cluster variability is reduced for a number (n) of clusters as compared with 
n – 1 clusters. We have found that generally the percentage of total within-cluster 
variability with respect to the total initial variability decreases as the number of 
clusters increases. A similar trend for the variance reduction was found by Brock 
et al.9 We also found that typically the total within-cluster variance decreases rapidly 
initially and then approaches an asymptotical value slowly as the number of clus-
ters continues to increase. The optimal number of zones is therefore decided as the 
number of clusters that reduces the variance significantly as compared to the initial 
variability, yet changes little when the number of zones is further increased. By trial 
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and error, we came to two criteria that can capture this turning point in a relatively 
consistent manner: (1) overall reduction of variance is >50% and (2) consecutive 
reduction of variance is <20% or the trend is broken, i.e., within-cluster variability 
increases instead of decreases.7

7.4  ExErciSE

The purpose of this chapter is to introduce the systems that we have developed and 
to demonstrate how the tools can best be used for practical applications. The second 
objective will be addressed in this section.

7.4.1  dngP

To access DNGP, go to http://dngp.umac.org. Figure 7.1 shows the web interface of 
DNGP, which consists of three panels, the image panel, the GIS layer panel, and the 
DNGP list of images panel. The image panel is the primary interface showing an 
image that a user is interested in and the associated navigation and image operations. 
The list of images is organized by the sensors and only those images that cover at 
least a portion of the current AOI are listed. Therefore, the content of the list will 
be dynamically updated as a user changes the geographic extension, which can be 
achieved either through navigation (zoom in/out or pan) and by selecting an AOI that 
has been saved. The GIS layer offers a variety of layers with information ranging 
from city boundaries to soil type. Once an image is selected for viewing, the control 
panel immediately below the image window becomes active, and some simple image 
processing operations (e.g., band combination, intensity) are available. For example, 
for multispectral images from Landsat TM sensor, the default combination of bands 
for the colors of red, green, and blue is band 4, band 3, and band 2, respectively. 
With this combination, healthy vegetation would apprear reddish. This combination 
of bands can be changed and potentially different information regarding a surface 
property can be highlighted in different colors.

Also, based on a selected image, several popular vegetation indexes such as nor-
malized differential vegetation index (NDVI) or green NDVI (GNDVI) can be cal-
culated. NDVI is defined as (NIR band − red band)/(NIR band + red band) and 
GNDVI is defined as (NIR band − green band)/(NIR band + green band). The design 
of DNGP is such that these calculations are carried out on-the-fly and, therefore, 
the existing algorithms can be easily updated and new algorithms can be easily 
introduced.

For an image or its product that a user would like to download, there are two 
options: as an ASCII file or a GeoTIFF image. For the ASCII format, the first 
two columns are longitude and latitude, and the rest columns are the values. For 
example, the third column for an NDVI product will be the values of NDVI; while 
for a typical Landsat image, the third column will be its band 1 data, fourth column 
its band 2 data, and so on.

While using DNGP does not require registration, users who register do have 
an advantage of having their AOIs saved for later retrieval. For a registered user, 
the image window can automatically focus on a saved AOI once it is selected from 
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“View AOI” drop-down menu. This is very convenient for regular users who need 
to revisit the same location frequently. To date, DNGP has had over 800 registered 
users. Further help on how to use DNGP can be found by clicking “help” button 
located in the upper right corner.

7.4.2  zonemaP

While DNGP focuses on RSD delivery, ZoneMAP intends to be a decision support 
tool. Both of them are internally linked and supported by the same spatial data pro-
cessing architecture. To access ZoneMAP, go to http://zonemap.umac.org.

Figure 7.2 shows the login screen of ZoneMAP. Because the use of ZoneMAP 
starts with an AOI, it is required that a user have an account with DNGP, to which 
an AOI can be defined and saved. There are three clickable buttons at the top of the 
login interface, HELP, FEATURES, and TUTORIALS. For the first-time users, we 
highly recommend going through each of these. The FEATURES highlights the lat-
est improvement and new features that have been developed. The TUTORIALS is 
still an ongoing project and so far we have finished five tutorials on “how to login,” 
“change your AOI,” “preview a satellite image,” “upload an image,” and “upload 
a text file.” All the tutorials are written in Flash animation, and are straightfor-
ward to follow. The HELP summarizes the ZoneMAP project. Users may find that 
throughout the ZoneMAP interfaces, there are red question marks associated with 
each panel. These are context-sensitive help links that provide information on that 
particular panel or operation. For example, there is a red question mark in the upper 
right corner of the LOGIN panel (Figure 7.2). Clicking it leads to additional informa-
tion regarding login and its associated operations.

Once logged in, the user needs to select an AOI to start with (Figure 7.2B). If 
no AOIs have been defined, the user will be asked to create an AOI. AOI is defined 
by rectangle bounding box with latitudes and longitudes. Because the algorithm 
described above to delineate a field into zones is computational intensive, it is highly 

(A) (B)

FigurE 7.2  ZoneMAP web interface: (A) before login and (B) after login.
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recommended to limit the sizes of AOIs within a section (1 mi × 1 mi). The zones 
created are also more representative because unrelated information such as roads 
that divide sections is not included. To name the AOIs, use letters, numbers or their 
combinations only. While special characters can be used, they are not recommended. 
Also, do not include spaces in the name.

The next step will be to select or upload data that will be used for creating zones. 
There are two major panels: Manage User Data (Figure 7.3) and Create Zone Map 
(Figure 7.4). By definition, the User Data include the data that a user provides, such 
as soil electro-conductivity, pH values, yield data, etc., and the zone maps that a user 
would have created. The data that a user provides can be either in a text or imagery 
format. But data in the text format will be transformed into an image within the 
boundaries defined by the AOI. The image data from the user does not have to fit 
exactly with the AOI; ZoneMAP will transform the image. In the “view/delete user 
data” panel (Figure 7.3A), a user data “2003 Yield 02” is highlighted. The data was 
originally in a text format and was converted to a GeoTIFF by ZoneMAP. In the 
“data description,” a text message of “The corn yield data in 2003” was typed and 
will be saved along with the yield data.

Figure 7.3B shows a zone map, highlighted as “example” and created using this 
yield data and the NDVI map derived from a Landsat TM image on August 25, 
2004. From this panel, a user can also download user data. Data can be downloaded 
in three formats, as an image, an ASCII text file, or an ESRI Shapefile, and all of 
them are geo-referenced. For text or Shapefile download, the application rates for 
each zone can be prescribed and will be downloaded together with the zone map (see 
lower right corner of Figure 7.3B). In the exercise, arbitrary values between 10 
and 60 are assigned to the different zones as defined by different colors.

As its name implies, zones are created in the Create Zone Map panel, from 
which the images to be used for classification are selected. Images can be selected 
from DNGP database system or from user data. For each image to be selected, its 
content can be viewed in the preview window. In the following, we will repeat 
the procedures that have been used to create the zone map “example” as shown in 
Figure 7.3B.

From the “select user data” drop-down list, select the user data “2003 Yield 02” 
and its content will be shown in the “preview user data/image.” Click the right arrow 
button in the “building list of sources” panel to add this data into the list of images 
to be used for classification. From the “select remote sensing images/select a sensor” 
drop-down list, select TM. Note the number in the parenthesis denotes the total num-
ber of images acquired by the TM sensor that cover the AOI. From the “select remote 
sensing images/select TM image” drop-down list, select 25-Aug-04 TM image. The 
image is immediately shown in the preview window (Figure 7.4A). Note, unlike in 
DNGP, the band combination in ZoneMAP cannot be changed. Immediately above 
the preview, the date of the image and the mean NDVI value within the AOI are also 
shown.

Click the right arrow button to add this image to the list and because the image 
has multiple bands, a user needs to decide what bands are to be used. NDVI and 
GNDVI can also be used for classification. For this exercise, select NDVI (lower 
right corner of Figure 7.4A).
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The other parameters that are required are listed in “create zone map preview” panel. 
Here, a user needs to define the number of zones and the pixel size in meters for the 
final zone map. The default pixel size is 10 m and the default number of zones is 3. 
We recommend a user to test different values and evaluate which ones give the best 
results. For the exercise, choose 6 for the number of zones and use 10 m as the pixel size 

(A)

(B)

FigurE 7.3  Manage User Data panel: (A) a 2003 yield data uploaded by the user and (B) the 
zone map created by using the yield data and NDVI derived from a Landsat TM image on August 
25, 2004, and its download with an option of inputting application rate for each zone.
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(Figure 7.4B). Click “Preview Zone Map” button. After the calculation is done, the zone 
map will be displayed in the preview window. Once the user thinks the zone map makes 
sense and wants to save it, simply type a name (“example” without quotes) in the “name 
of zoned image” text box (note no spaces), and click “saved zoned image” button. The 
zone map will be saved and is linked to the current AOI. Also saved are the metadata 

(A)

(B)

FigurE 7.4  Create Zone Map panel: (A) a TM image on August 25, 2004 was selected and 
(B) a zone map with six zones and a 10 m pixel size was created using the NDVI estimated 
from the selected TM image and a user data of yield for corn in 2003.
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associated with this zone map and this information can be viewed and modified in 
“data description” under the “manage user data” panel. The zone map, example, that we 
just created, the metadata reads “There are six zones and the following data have been 
used: User data: 2003_Yield_02.tif, TM 3229_082504.tif with bands [NDVI]. The pixel 
size is 10 m. The variance reduction of, 0.211134, suggests that management could be 
improved by separating the field into management zones.

7.5  concluSionS

Both systems of NDGP and ZoneMAP were designed to bring space technology to 
ordinary users who are considering the use of precision agriculture technologies. The 
guideline of the design has been intentionally made simple, effective, and easy to use. 
Since the inception of DNGP in 2003 and ZoneMAP in 2007, we have seen a steady 
increase in their usages. For example, the average number for daily unique visits of 
DNGP site has increased from under 10 when it first started to over 70 now. However, 
all these tools are intended for decision support and not decision making. It is impor-
tant for users to evaluate the results, especially the zones created by ZoneMAP, and to 
make sure that the delineation conforms to their knowledge of the field.
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8 Spatial	Variability	of	
Field	Machinery	Use	
and	Efficiency*

Viacheslav I. Adamchuk, Robert D. Grisso, 
and Michael F. Kocher

8.1  ExEcutivE Summary

In site-specific crop management, it is a common practice to log the geographic 
coordinates of agricultural machinery measured using a global satellite navigation 
system (GNSS) such as the global positioning system (GPS). Yield, fertilizer applica-
tion, and seed placement maps provide useful data for making agronomic decisions. 
However, the travel path itself reveals valuable information about machinery perfor-
mance. Often, during field operations, odd field shapes, obstacles, or contour farm-
ing will require operators to increase the complexity of the machinery maneuvering. 
This usually reduces field efficiency. This chapter presents a methodology to param-
eterize the spatially variable characteristics of traffic patterns, and to define field 
areas where field efficiency is significantly reduced. Geographic positions recorded 
during the harvesting of a field with a complex shape are provided to illustrate the 
method developed. The information obtained can be used to optimize traffic pat-
terns, or to reevaluate the potential profitability of field areas that require differ-
ent degrees of complexity in machinery maneuvering and therefore require varying 
energy use.

* The original work was presented at the 2004 ASAE Annual International Meeting as Paper No. 041149.
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8.2  introduction

Implementing precision agriculture practices in modern crop production generates a 
large volume of records containing the coordinates of the agricultural machinery’s 
locations during various field operations. Historically, these coordinates were used to 
determine the location of the physical value associated with the corresponding field 
operation (i.e., crop yield, application or seeding rate, soil characterization, tractor 
performance, implement draft, etc.). Developing and processing numerous layers of 
spatial data has proven popular for making use of geographical coordinates. The log 
of the times and geographic coordinates of agricultural machinery within a field pro-
vides valuable information on machinery performance that can (and probably should) 
be used to determine the spatially variable cost of field operation. According to MAX® 
(Farming for MAXimum Efficiency, Conservation Technology Information Center, 
West Lafayette, IN), field operation costs can be as high as 25% of the total cost 
of crop production. Since field geometry frequently causes farmers to invest greater 
effort and time in operating within non-rectangular areas of the field (waterways, 
terraces, etc.), it can be misleading when developing profitability maps to assume a 
uniform distribution of machinery operation costs across the entire field area.

Field capacity (FC) (effective and theoretical) and field efficiency (FE) (ASABE, 
2008a) are the primary parameters used to evaluate machinery performance. While 
FC represents the area of land processed per unit time for a particular field opera-
tion, FE is defined as the ratio between effective and theoretical field capacities and 
relates the estimated and actual time required to complete a field operation (with no 
reference to the area). In the past, field capacity or efficiency were evaluated only 
on a field basis, either by using machinery operation parameters or by simply using 
a reference table (ASABE, 2008b). For example, Renoll (1981) used a conventional 
recording method (a stop watch and a clipboard) to determine field machinery perfor-
mance. Alternatively, Grisso et al. (2002) as well as Taylor et al. (2002) used records 
of machinery location determined with a GPS receiver. They proved geospatial field 
records to be an effective resource for evaluating overall machinery performance. 
In a study conducted by Grisso et al. (2004), the positions of agricultural machinery 
logged during harvesting and planting operations were used not only to evaluate FE 
but also to define parameters representing the complexity of traffic patterns. Steering 
angle, steering angle per distance traveled, steering rate, and radius of curvature 
were the primary indices introduced. Their field averages indicated some correlation 
with the overall FE when fields with various types of traffic patterns were analyzed.

The primary objective of this chapter is to present a methodology for using 
records of agricultural machinery positions and times to evaluate the spatial vari-
ability of machinery performance. Specifically, analytical tools are presented for the 
construction of spatial maps representing the variability of FE.

8.3  mEtHodS

Several approaches are available for processing machinery position log files, includ-
ing filters and geometrical transformations. However, in every case, the efficiency 
of farm machinery operation can be affected by three factors: (1) the travel speed, 
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(2) the effective swath width, and (3) the field traffic pattern. The position logging 
interval is assumed to be constant, but can affect the results reported as well. In 
this work, area coverage was used as the primary parameter in combining the three 
factors.

8.3.1  aLgorithm deveLoPment

To develop an algorithm for traffic pattern processing, the following assumptions 
were made: first, that the entire log was created using a fixed time interval between 
successive machinery location coordinates (a logging option not always available); 
and second, that the resulting map should show the area coverage of the machine for 
every field location. It was also assumed that the coverage of farm machinery can 
be simplified using a sequence of rectangular segments defined by the recorded geo-
graphic positions. This is not the case when turning and the logging interval is rela-
tively large. Figure 8.1 illustrates a route represented by four points: A, B, C, and D. 
Each segment of this route can be represented either as a sequence of rectangles with 
constant width (w) and variable distance (d), or as rectangles with constant width 
and fixed distance (df). The variable distance can be used to determine the actual 
coverage provided by the machine, and the fixed distance can be used to assess 
deviation from the theoretical coverage if a constant travel speed was maintained 
while operating along the same route. More complex segments incorporating travel 
pass curvature could also be used to better represent the actual coverage. In such a 
case, a minimum of three consecutive points would be used to estimate the radius of 
curvature and then determine the area of a sector of an annulus better representing 
the true ground coverage.

To assure that every field location has a defined coverage, an equally spaced grid 
with minimum and maximum coordinates corresponding to the endpoints of the 
field was used to construct the output. Figure 8.2 shows such a grid representing 
a section of a field with points corresponding to the machinery route A–B–C–D. 
Every linear segment (i.e., AB, BC, and CD) of the route was represented by the 
rectangular area coverage and was related to the grid cells overlapped by this rect-
angle. To illustrate the calculation procedure, a linear segment between points B 
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FigurE  8.1  Simplified segments of equipment route ABCD using (a) variable (actual) 
travel speed and (b) constant (theoretical) speed of operation.
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(with coordinates x1, y1) and C (with coordinates x2, y2) was considered. Values x 
and y corresponded to easting and northing coordinates, expressed in linear units 
(m). The simplified coverage segment was represented by a rectangle with width (w) 
corresponding to the physical width of the implement and the travel length (d) calcu-
lated as the distance between B and C:

 d x x y y= − + −( ) ( )2 1 2 1
2 2

 (8.1)

The center of this rectangle O(x0, y0) had coordinates
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x x
y

y y
0

1 2
0

1 2= + = +
2 2
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(8.2)

By contrast, the same rectangular coverage area was viewed as an array of infinite 
points P with local coordinates i and j (Figure 8.2). It was assumed that the direc-
tion of i corresponded to the direction of travel and that for the center of rectangle 
O both i and j were equal to zero. Therefore, the i coordinate for point P ranged 
from −d/2 to d/2, and the j coordinate ranged from −w/2 to w/2. If the increments 
of the i and j coordinates are set to a finite number, a defined array of points P 
(i, j) can be obtained. In this example, the increment for both coordinates was set 
10 times smaller (0.1 m) than the side of a square grid cell (1 m). This allowed the 
total of 100 * d * w points P arranged in a 10d × 10w array to represent the entire 
rectangle. Through a method illustrated in Figure 8.2, each point was assigned 
to the respective grid cells using x and y coordinates. This resulted in each of the 
100 * d * w points P for a given rectangle being assigned to the respective grid 
cells covered by that rectangle. The number of points from the given rectangle 
that were within the boundaries of each grid cell, was added to the point total for 
that grid cell.
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FigurE 8.2  Area coverage computation diagram.
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The (x, y) and (i, j) coordinate systems were related using the angle α between the 
travel direction and the positive x axis (true east):
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For cases in which both x and y coordinates remained the same between con-
secutive data records (e.g., stops), α values determined for the preceding records 
were used. In addition to the local rectangular coordinates i and j, every point P 
was defined using local polar coordinates r and θ with respect to the center of 
the rectangle O and the positive direction of i. This provided a relatively simple 
way to account for changes in travel direction for each new rectangle. Points with 
coordinates i = 0 or j = 0 were avoided to reduce the number of logical operators. 
Therefore
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To determine the grid cell coordinates (x, y) associated with a point P(r, θ), the 
 following equations were used with values rounded to the nearest integer:
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0

θ α

θ α  
(8.5)

After running the algorithm (Figure 8.3), a two-dimensional array Coverage 1 was 
obtained, with values corresponding to the percent coverage for each square meter of 
the field. This array represents the physical coverage of each grid cell, with greater 
than 100% coverage signifying more than 100 * d * w covered points P per grid cell 
(potential for overlaps) and less than 100% coverage indicating fewer than 100 * d * w 
covered points P per grid cell (skips). In contrast, the FE can be related to the cov-
erage that would have been achieved if the travel speed remained constant across 
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the entire field (Coverage 2). Therefore, a fixed (theoretical) distance between two 
consecutive records (df), as shown in Figure 8.2, was defined as the product of the 
average operation travel speed (S), and the position logging interval (t):

 d S tf = ⋅  
(8.6)

The described algorithm was executed using MATLAB® 2007a (The MathWorks, 
Natick, MA). The input delimited text file contained three columns (easting—x, 
northing—y, and time interval between two consecutive records). The output file 
had four columns containing the coordinates x and y for the center of each grid cell 
as well as the corresponding values for Coverage 1 and Coverage 2. Coverage 1 
was calculated using the variable (actual) distance traveled d. The fixed (theo-
retical) distance (df) traveled was used in calculating the values corresponding to 
Coverage 2.

Start

Input positions (x, y) of all
machinery log data points

Define w and df (S and t)

Set every element of Coverage 1 and Coverage 2 arrays
(xmin:xmax, ymin:ymax) equal to zero

No
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Calculate d for the next pair of points

Define 100 *d *w points P(i, j) Define 100 *df *w points P(i, j)

Calculate (x, y) coordinates of the next P(i, j) Calculate (x, y) coordinates of the next P(i, j)

Coverage 1 (x, y) = Coverage 1 (x, y) + 1 Coverage 2 (x, y) = Coverage 2 (x, y) + 1

Yes

Yes

Output Coverage 1 and Coverage 2 arrays

All points P
processed?

All points P
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Finish

Yes

All travel segments
(rectangles) processed?

FigurE 8.3  Algorithm for calculating Coverage 1 and 2 data layers.
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8.3.2  suPPLementaL code

As long as the form of the delimited text data input remains unchanged, the supple-
mental Efficiency count.m script can be used to process and summarize an actual 
machinery travel log data set. The log file Example.txt contains three columns rep-
resenting field easting and northing coordinates in meters (obtained through local 
projection of WGS-84 geographic coordinates with 10−6 degree resolution) as well as 
the log time interval in seconds. A zero value for the easting coordinate corresponds 
to the record for the western-most point of the field and a zero value for the north-
ing coordinate corresponds to the record for the southern-most point in the field. 
Conversion of the GNSS coordinates to these local field coordinates was completed 
using Adamchuk (2001).

The output file Example_count.txt consists of five columns: (1) easting coordinate 
in meters for each 1 m2 area of the field that has at least one coverage event, (2) the 
corresponding northing coordinate in meters, (3) the percent coverage according 
to the Coverage 1 layer, (4) the percent coverage according to the Coverage 2 layer, 
and (5) the percent coverage corresponding to complete stops only. Both the input 
and the output text files can be displayed within any geographic information system 
environment using an orthogonal projection, or after converting the local projection 
coordinates back to longitude and latitude, or using standard projections. If con-
ventional projection method is applied to geographic coordinates in the input travel 
log file, geographic coordinates in the same projection will be used to generate the 
output file.

8.3.3  examPLe FieLd data

To illustrate the algorithm output, an agricultural field with a complex shape (Field 
R1, Rogers Memorial Farm, Eagle, NE) with a total area of 4.24 ha was selected. 
A   soybean harvesting operation was used in this example. The combine header 
was 4.6 m (15 ft) wide (w = 4.6 m). A total of 11.4 Mg of soybean (average yield 
of 2.69 Mg/ha) was harvested and removed from the field. The combine stopped 
and unloaded grain three times. Two data files were simultaneously generated. 
A PF3000™ (Ag Leader Technology, Inc., Ames, IA) yield monitor with an AgLeader 
Add-On GPS 3100 receiver (beacon differential correction) was used to collect yield 
data while harvesting. The position of the center of the combine was recorded in 4 s 
(0.25 Hz) intervals with the header down (during harvesting only). A standard begin/
end of row delay filter was applied. In addition, a GPS 16 (Garmin International, 
Inc., Olathe, KS) receiver with Wide Area Augmentation System (WAAS) differen-
tial correction was placed 1.1 m to the right of the Ag Leader antenna. The receiver 
output was recorded independently in 1 s (1 Hz) intervals from the beginning to the 
end of field harvesting (including stops, maneuvering, and unloads).

Initial data processing included conversion of the geographic longitude and 
latitude into the local rectangular coordinates according to Adamchuk (2001), and 
correction of the position offset of the Garmin GPS 16 receiver. Figure 8.4 illus-
trates the nonstop position log (Garmin receiver at 1 Hz sampling rate) and positions 
recorded by the yield monitor (Ag Leader GPS receiver at 0.25 Hz sampling rate). 
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The continuous log contained records from the beginning to the end of harvesting; 
the yield monitor output included harvesting locations only.

The algorithm developed can be applied to any logged travel route. However, the 
meaning of the Coverage 1 and 2 values will change depending on which  positions 
are excluded from the input file. It is critical to identify whether or not turns, stops, 
and unexpected field maneuvering are included in the log file. In this study, the 
 nonstop (1 Hz) log was used to analyze the spatial variability of the harvest  efficiency. 
The yield monitor recordings were used primarily to define the average harvesting 
speed  (S). Time gaps in the yield monitor recordings (times when the header was 
up so the combine was not engaged in harvesting the crop) were used to mark non- 
harvesting records in the nonstop (1 Hz) log. The non-harvesting records were ignored 
and the remaining speed data were averaged to determine the average harvesting 
speed, S. The average harvesting speed was 1.4 m/s, and, therefore, df = 1.4 m (for the 
continuous log in which t = 1 s).

The Coverage 1 and 2 maps reveal the spatial variability of the machinery perfor-
mance. However, for decision making, this information should be converted into the 
conventional terms of effective capacity, field efficiency, and cost. From the overall 
evaluation of the recorded data, the field with an actual area of 4.24 ha was harvested 
in 2.78 h. This resulted in an effective field capacity (EFC) of 4.24 m2/s (1.53 ha/h). On 
the other hand, the theoretical field capacity of the harvest operation (header width 
times average harvesting speed) was 6.44 m2/s (2.32 ha/h). The ratio of the EFC to the 
theoretical field capacity (TFC) for the average speed of operation was 0.66. According 
to Jose and Brown (2002), $49.42/ha ($20/ac) is the most common farm custom rate for 
soybean harvesting. Therefore, the total cost of this operation was $210.
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FigurE 8.4  Combine positions logged (a) nonstop and (b) only while harvesting with the 
start and end of pass setting.
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Analysis of the algorithm outputs revealed that the sums of all nonzero grid cell 
point values from the Coverage 1 and 2 arrays were 5.80 and 6.42 ha, respectively. 
This means that the 37% increase in the Coverage 1 area compared to the actual 
area resulted from overlaps during maneuvering and reduced width of cut during 
harvest. In like manner, the 51% increase in the Coverage 2 area compared to the 
actual area was caused by both overlaps and overestimation of travel speed (includ-
ing stops). The average travel speed (computed based on the entire nonstop data set) 
was 1.26 m/s (90% of the average harvesting speed). Therefore, the overall field effi-
ciency of 0.66 (approximately equal to the ratio of actual field area to the Coverage 
2 area) can be considered the product of the efficiency resulting from the combine 
route (eoverlap = actual field area/Coverage 1 area = 4.24/5.80 ha = 0.73) and the effi-
ciency resulting from the inconsistent travel speed (espeed = Coverage 1 area/Coverage 
2 area = 5.80/6.42 ha = 0.90).

8.4  rESultS

Figure 8.5 shows spatial maps of Coverage 1 and 2 produced using the continuous 
log (Figure 8.4a). According to the color scheme, <75% coverage corresponds to the 
areas with incomplete coverage due to issues such as potential skips (Coverage 1 
and 2) and operation at higher-than-average speed (Coverage 2). Similarly, >125% 
coverage indicates the potential for multiple coverage’s due to overlaps, several 
passes, and stops (Coverage 1 and 2), and operation at lower-than-average speed 
(Coverage 2). The rest of the field shows areas with normal coverage (Coverage 1 and 2) 
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FigurE 8.5  Grid of field coverage calculated using (a) variable (Coverage 1) and (b) fixed 
distances between consecutive points (Coverage 2).
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and average harvesting speed (Coverage 2). The Coverage 1 map indicates the physi-
cal presence of the harvester. The Coverage 2 map also indicates areas where travel 
speed deviated from the average harvest speed. Since the size of a grid cell was 
1 m2 (less than the GPS receiver accuracy), some indications of potential skips and 
overlaps could result from the imprecise measurement of the harvester position. The 
rectangular representation of route segments between two consecutive points dur-
ing high-speed turns might present additional noise. Map smoothing using conven-
tional interpolation techniques (not presented) could improve the visual appearance 
of these maps.

Figure 8.6 shows categorical maps produced based on Coverage 1 and 2. A field 
coverage efficiency map (Figure 8.6a) was derived from Coverage 1 as the inverse 
of all grid cell point totals with higher than 100% coverage. It indicates coverage 
efficiency, which was categorized into three intervals: <0.5—excessive coverage for 
maneuvering; 0.5–0.9—overlaps; and 0.9–1.0—normal coverage. This map can be 
used to improve traffic patterns through optimization of the harvester route during 
non-harvest portions of the operation (unloads, turns, etc.).

Since the Coverage 2 map was developed based on the assumption of a constant 
speed, dividing its coverage values for each field location by the TFC resulted in the 
theoretical time spent in each field location. If time is used as the major indicator 
of investment (both labor and energy), the total cost of harvesting can be redis-
tributed according to the time ($210 distributed over 2.78 h is equal to $0.021/s). 
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FigurE 8.6  Categorized maps of (a) field coverage efficiency and (b) cost of harvesting. In 
(a), normal maneuvering is observed at 0.9–1.0, overlaps can be found at 0.5–0.9, and maneu-
vering corresponds to values below 0.5. In (b), low cost of harvesting is <$40/ha, medium is 
$40–60/ha, high is $60–10/ha, and very high is >$100/ha.
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Figure 8.6b illustrates a cost of harvesting map categorized with <$40/ha as the 
low cost, $40–60/ha as average, $60–100/ha as high, and >$/100/ha as very costly 
harvesting. Conceptually, a yield map layer for each field operation could be used in 
conjunction with this kind of map to calculate an overall profitability map. If profit 
map values show losses or small gains in particular field areas (such as the northern 
portion of the illustrated field, Figure 8.6), alternative traffic patterns and/or land 
usage should be considered.

EFC and FE can be calculated to evaluate the overall performance of the opera-
tion as well as to investigate operational variation effects. Thus, Coverage 1 divided 
by the theoretical time (the same as the time used to calculate the cost of harvesting) 
corresponds to the physical coverage of each square grid area in a unit of time, or 
locally defined EFC. After dividing by the field average of these locally defined field 
capacity values (5.82 m2/s or 2.10 ha/h), a map can be constructed showing relative 
machinery efficiency related to the variable speed effect (Figure 8.7a). Areas with 
a high speed of operation are represented with relative machinery efficiency values 
greater than 1 (more efficient than an average field location), while grid cells with 
relative machinery efficiency less than 1 showed the locations where the actual cov-
erage area was smaller than what theoretically should have been covered using aver-
age TFC. This map removes most of the effects of maneuvering, and can be used to 
determine the locations of the actual slowdowns.

Overall machinery efficiency—the ratio between effective (area of a grid cell 
divided by time) and theoretical (6.44 m2/s or 2.32 ha/h) field capacities—indicates 
the overall machinery performance efficiency (Figure 8.7b). This map relates to the 
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FigurE 8.7  Machinery use efficiency maps representing (a) speed effect and (b) overall 
performance.
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cost map and can be used to make judgments about operating in low-performing 
areas of the field (low efficiency and high cost). Although there are many ways to uti-
lize these data layers, two major strategies can be pursued. The areas with relatively 
low machinery efficiency due to a systematic nonproductive machinery operation 
(involving extra turns, travel around obstacles, point rows, etc.) can be evaluated to 
determine more effective traffic patterns. And machinery efficiency expressed in 
energy use and/or monetary terms can be used to evaluate the spatial profitability 
while accounting for the inconsistent cost of field operations.

8.5  concluSionS

The maps presented in this work are examples of various types of information con-
tained within the records of geographic positions logged during various field opera-
tions. The algorithm developed allows the producer to transform this information 
into two coverage maps (Coverage 1 and 2). The Coverage 1 map indicates field 
areas affected by repeated passes and variable true swath width. The Coverage 2 
map shows the effect of variable travel speed as well. These generated maps can be 
converted into a set of data layers associated with conventional categories evaluat-
ing machinery performance (cost of operation, capacity, efficiency, etc.). These pro-
cessed data layers will be complementary for decision-making strategies to improve 
site-specific crop management.
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9 Precision	Manure	
Application	
Requirements

John Nowatzki

9.1  ExEcutivE Summary

Precision manure application uses the global positioning system (GPS) and 
electronic control systems to monitor manure application rate, avoid misses or 
overlaps, vary application rates, and record information about the application 
process. Computer-generated maps installed in the in-cab controller prescribe 
the desired manure application rate at each location across fields. Precision 
liquid manure application is more effective than precision application of solid 
manure. Adopting precision manure management techniques can help improve 
the energy efficiency of the overall system. This chapter will help readers under-
stand the methods, required equipment, and procedures to use geospatial tech-
nologies when applying manure.
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9.2  introduction

9.2.1  Why Precision aPPLication oF manure?

Precision manure application using geographic information system (GIS) and GPS 
can reduce energy requirements by allowing producers to avoid overlappping or miss-
ing applications areas. Other advantages for precision manure application includes 
avoiding application in environmentally sensitive areas, turning the applicator off 
when traveling outside field boundary areas and varying the application rate based 
on projected crop nutrient needs at different locations across fields. Precision manure 
applications require management practices that are similar to commercial fertilizer. 
Manure has significant value as a field crop input and that value is easily diminished 
by improper applications. Missing areas of fields during manure application can result 
in crop nutrient deficiencies causing lower crop yields. Overlapping manure applica-
tion can also reduce crop yields because of too much vegetative growth resulting in 
increased crop diseases or lodging. Geospatial technologies can enhance implemen-
tation of efficient manure management practices including determining the optimum 
amount of manure to apply at specific locations in fields for specific crops and yield 
goals, applying prescribed rates, and recording where and when manure was applied.

9.3  mEtHodS

9.3.1  gPs aPPLications in Precision manure aPPLication

Precision manure application could include manually monitoring manure applica-
tions, using a vehicle GPS guidance system to avoid overlapping or missing areas, 
using cluster analysis to develop management zone maps, and using variable-rate 
controllers to control applications.

Variable-rate manure application involves using both GIS computer programs and 
GPS.1,2 GIS computer programs manage and present data that are linked to locations 
and are used in personal computers to develop field zone maps and precision manure 
application maps. Zone maps divide fields into areas that require unique management 
practices. Precision manure application maps are geo-referenced, digital maps used 
in variable-rate controllers to prescribe the correct amount of manure at each field 
management zone. In-cab computer controllers used with GPS on manure applica-
tion equipment send signals to flow control valves on manure applicators to change 
the application rate as the equipment moves from one management zone to the next. 
The computer controller also creates a digital “as-applied” map that records the time 
and rate of manure application at each point in the field.

9.3.2  management zones

Management zones used with variable-rate fertilization (VRF) assign a unique yield 
goal to each zone in a field. The variable-rate equipment applies the appropriate treat-
ment to that zone. This often requires the capability to change the rate during field 
operation. VRF uses a GPS integrated with a computer in the tractor cab to signal the 
fertilizer application equipment to change rates as it moves from one zone to another.
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Management zone maps can be developed based on the producer’s perspective 
or by a computer program that processes spatial information. One commonly used 
approach relies on cluster analysis. In this analysis, areas with similar characteris-
tics are grouped together. Factors that can be included in a cluster analysis include 
topography, soil physical and chemical properties, cropping history, remotely sensed 
images of previous years’ vegetative growth, historical crop yield data, soil survey 
information, and grower knowledge of the field.

Producers have several options when developing management zone and fertilizer 
application maps (Figure 9.1). A management zone is a subdivision of a field that is 
regarded as homogeneous.

From the perspective of precision agriculture, management zones are the small-
est subdivisions between which the seeding, application of chemicals, and other 
management parameters are to be varied. For example, a producer could purchase 
software, hire crop consultants, or use freeware. Currently, software can be pur-
chased from farm equipment and GIS companies. A partial listing of software can 
be viewed at http://www.spatialhydrology.com/software_gisrsgps.html. Many of 
these programs have the ability to combine various data layers and conduct spatial 
analysis. There are also online tools that can assist in spatial analysis and identify 
management zones. ZoneMap and Management Zone Analysis are available at 

FigurE 9.1  Management zones as shown on the monitor.
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http://zonemap.umac.org/ and http://www.ars.usda.gov/services/software/down-
load.htm?softwareid=24&modecode=36-20-15-00. The ZoneMap program is avail-
able for use without charge, and is capable of developing both management zone 
maps and fertilizer application maps. ZoneMap allows users to build zone maps 
from historical vegetative growth patterns and also allows users to upload and 
incorporate their own geo-referenced field information to help delineate field vari-
ability to develop management zones. Both zone and application maps are digital 
computer files and therefore have unique digital formats. Users need to be cogni-
zant of the file format required by the in-cab controller and export and save them 
in the appropriate format from the GIS program. Management zone maps can be 
used for a variety of purposes including fertilizer, manure, weed, variety selection, 
and pest management techniques. It is important to refine the zone boundaries for 
different problems and incorporate additional field information as it is collected.

9.3.3  aPPLication maPs

Manure application maps indicate the desired manure application rate for each field 
management zone. Application maps are generally created in a GIS program on 
an office computer and exported in the digital format usable in in-cab controller. 
The controller uses GPS to provide vehicle real-time location in order to signal rate 
changes to the application equipment for each field management zone.

The size of the management zones needs consider the applicator width and the time 
needed to change the application rate. For practical equipment operation, the smallest 
area requiring a manure application rate change should be at least twice the width of 
the applicator and long enough to allow the rate changing technology to function.

9.3.4  as-aPPLied maPs

Digital as-applied maps are created in in-cab controllers as the applicator equipment 
operates in the field. The controller records the application rate and time of the manure 
application and saves the data on a geo-referenced map file. As-applied maps can also 
serve as an historical record of application including showing field setback distances 
and environmentally sensitive areas. The maps provide the operator assurance that 
the manure was applied as planned. It may be possible to test the as-applied map with 
yield data collected from the field (Table 9.1). This test can be improved by conducting 
a difference map, where pre- and posttreatment yields are subtracted from each other.

This assessment can be conducted by subtracting the pre- and posttreatment 
yields and then comparing them to the treatment. If the treatment is directing the 
yields, then the amount applied should be related to the yield increase. The following 
steps are used to conduct this analysis.

Step 1. Subtract the pre- and post-yields.

Step 2. Compare the yield difference with the application rate. This can be accom-
plished using the regression analysis program available within Microsoft Excel.

Step 3. The resulting linear regression equation between manure treatment and the 
yield increase is y = −11.8 + 7.8 (manure rate), r2 = 0.50. This analysis indicates that 
the manure treatments and resulting yield increases were correlated to each other.
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9.4  rEquirEd EquiPmEnt and ProcEdurES

9.4.1  gPs antenna and receiver

VRF relies on GPS to maintain constant equipment positions allowing the in-cab 
computer to signal rate changes as the equipment moves from one field management 
zone to the next. When selecting GPS units, costs and accuracy are directly related 
to each other. As a rule of thumb, GPS units suitable for vehicle guidance can also be 
used for variable-rate treatments.

For most agricultural purposes, a differential GPS is required. Differential cor-
rection uses a radio signal broadcast from known locations on Earth. These Earth-
based stations receive radio signals from the GPS satellites and determine the error 
from their known positions. The error is calculated and transmitted to individual 
receivers. Correction signals can be obtained from a variety of sources. In the United 
States, the U.S. Coast Guard provides a free differential correction beacon signal. 
The Coast Guard signal is an AM radio signal that is broadcast from several loca-
tions and travels as a “ground wave” over the Earth’s terrain. Each station has a radial 
coverage of approximately 300 mi. As the distance increases, the accuracy of the 
signal decreases. Another method for obtaining real-time differential correction data 
in the field is by using geostationary satellites. Before purchasing a GPS receiver, it 
is best to identify the source of base station data.

Mounting of the GPS receiver antenna is important. Where possible, it should 
be mounted in the center of the equipment and the applicator. If mounting on the 
applicator is not possible, then the separation distance between the GPS antenna and 
applicator should be programmed into the application software.

9.4.2  in-caB comPuter/controLLer

The central component of precision application and variable-rate application (VRA) 
equipment is the computer/controller normally mounted in the vehicle cab. The control-
ler performs several functions including (1) operating a software program to display the 
application map, (2) recording the GPS signal to recognize the vehicle real-time position 

taBlE 9.1
Hypothetical case Study where manure rates 
are compared with yield increases

management 
Zone

manure rate 
(ton/ac)

Pretreatment 
yield (bu/ac)

Posttreatment 
yield

1 7 120 145

2 6 110 155

3 4 130 148

4 2.5 125 157

5 3 140 168

6 1 160 144

7 1.5 170 150
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on the map, (3) communicating signals with the rate control device to alter the application 
rate, (4) monitoring vehicle speed, and (5) recording the manure application map.

Unfortunately, many older controllers are not capable of performing VRA requir-
ing producers interested in VRA to purchase new controllers. Several functions are 
important when choosing a controller including compatibility with other brands, 
compatible digital data formats, ease of interaction, ability to record and save appli-
cation maps, and capabilities to perform other functions besides variable rating. 
Other controller functions include operating spinner fertilizer spreaders, variable 
rate and boom section control on sprayers, and vehicle guidance systems.

9.4.3  equiPment For Precision aPPLication oF soLid manure

It is more difficult to accomplish precision application of solid manure than liquid 
manure and is generally less accurate. However, there are management practices that 
can be employed to increase the precision and accuracy of solid manure. Using GPS 
guidance along with solid manure spreader innovations such as horizontally mounted 
rear throwers, along with drive sprockets on augers and expellers that can be changed 
to match the consistency of the manure being spread allow for more even distribu-
tion of manure. Other new solid manure spreaders incorporate vertically mounted rear 
manure throwers that spread manure more evenly than traditional spreaders.

Rate changes with solid manure application can be accomplished by either altering 
the operation rate of the spreader or altering the rate of travel of the spreader. Load 
cells can provide a continuous data stream of weight during the manure applicator 
discharge (Figure 9.2). Measured weight differences during unloading can be used to 
determine applicator discharge rate. In-cab controllers can calculate the application 
rate by knowing the discharge rate, application width, and travel speed (Figure 9.3).

9.4.4  equiPment For Precision aPPLication oF Liquid manure

Manure in liquid form is normally used for precision and VRA. The components 
needed to accomplish precision and variable-rate liquid manure application are an 
in-cab controller, a section control switch, a liquid flow meter, and a flow control 

Load cell

Load cell

Load cell
monitor

FigurE 9.2  A diagram of a liquid manure applicator equipped with load cells. (From Ess, 
E.R. Implementing Site-Specific Management: Liquid Manure Application, SSM-1-W, Purdue 
University, West Lafayette, IN, 2001.)
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valve. The controller can be used to maintain a constant application rate as travel 
speed varies or vary the rate based on previously defined application maps. VRA is 
accomplished by varying applicator discharge rates with flow control valves.

A flow control valve and an electromagnetic flow meter can be plumbed in line 
after the pump on liquid or slurry manure applicators to measure and change the 
manure flow. Flow meters and controllers automatically adjust a valve or change 
the pump speed to keep a constant application rate as tractor speed or topography 
changes. Both the flow valve and flow control valve are connected to the in-cab con-
troller that functions to continually monitor the flow rate and signal the flow con-
trol valve to change the application rate to correspond to the rate prescribed in the 
manure application map (Figure 9.4). Electromagnetic flow meters function better 
than turbine-type meters with liquid manure because they are not affected by solids 
in the stream flow. Doppler flow meters can also be used to monitor the liquid flow.3

9.4.5  commerciaL equiPment oPtions

Commercial equipment is available to accomplish different levels of precision manure 
application (Figure 9.5). A flow meter plumbed inline after the pump can be used 
with an in-cab monitor to gauge how much manure is flowing through the applicator. 
Using a monitor capable of monitoring the speed of the tractor, width of the spread 

FigurE 9.3  In-cab computer/controller.
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pattern, and flow rate allows the operator to know how much manure is being applied 
per acre. Connecting a GPS to the system allows the operator to produce a map of 
where manure was applied on the land. Finally, by adding a flow control valve inline 
after the flow meter, and an electronic switch, the system can vary the application 
rate at different field zones. Manure application equipment manufacturers to date are 
only marketing machines equipped with flow meters, in-cab monitors, and GPS units 
allowing operators to monitor application rate and prepare “as-applied” manure appli-
cation maps. However, some operators are modifying their equipment by incorporat-
ing the components necessary to accomplish variable-rate manure application.4

A hydraulic cylinder is used to change the flow rate of the flow control valve. An 
electric over hydraulic control switch is incorporated with the system to prevent the 
cylinder from operating when the manure injectors are not engaged in the ground.

Electric over
hydraulic control Flow control

meter
Flow control

valve

FigurE 9.5  Commercial applicator with variable-rate controls.

FigurE 9.4  Flow meter and control valve.
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9.5  Summary

Variable-rate equipment is continuously being improved.4 Critical components of 
variable-rate equipment include GPS, computer controller, and the system for chang-
ing the application rate. In the simplest systems, it may be possible to change the rate 
by modifying the speed, while in more complex system, a computer controller will 
change the rate. Different systems are suitable for different uses and system require-
ments. When selecting a GPS system, the source of the differential correction should 
be identified before purchasing the GPS system.
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10 Case	Study	for	Improving	
Nutrient	Management	
Efficiency	by	Optimizing	
the	Plant	Population

Gregg Carlson, David E. Clay, and Joseph Schefers

10.1  ExEcutivE Summary

A goal of precision farming is to maximize profitability, increase energy gains, and 
minimize the impacts of agriculture on the environment. To achieve this goal, appro-
priate recommendations must be followed. One precision farming adoption barrier 
is the “poor” accuracy of many site-specific application rate models. Numerous field 
experiments have been conducted across the world with the goal of defining the 
relationships between inputs and outputs over landscapes. To integrate this informa-
tion into site-specific recommendations, these data must be analyzed. This chapter 
provides a case study that demonstrates how data from numerous site years can be 
used to develop a regional site-specific application recommendation model for corn 
(Zea mays) plant populations. A similar approach can be used for developing locally 
derived site-specific recommendations for fertilizers and pesticides. Data collected 
from multiple on-farm studies are provided with this case study.
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10.2  introduction

Our ability to improve agricultural energy efficiencies using geographic information 
system techniques is hindered by the ability to process on-farm data and the ability 
of the prediction models to deliver improved yields and profits.1–3 The development 
of improved recommendation models is complicated by (1) many factors interacting 
to influence yields, (2) the wide-scale use of single-factor models that do not con-
sider synergistic relationships between yield-limiting factors, and (3) the difficulty 
of conducting, processing, and analyzing data collected from multiple sites. One 
approach to maximize nutrient efficiency is to select the appropriate plant popula-
tion. Techniques to overcome multiple questions are needed.

It makes intuitive sense that site-specific recommendations are a function of the 
yield potential. Areas with higher yield potentials often require higher inputs, while 
areas with lower yield potentials require less. Many fields contain significant yield spa-
tial variability, which is the direct result of landscape position. Across these landscapes, 
water is often the factor that most controls yield. For example, yields in summit/shoul-
der areas are often reduced by too little water, while yields in footslope/toeslope areas 
are reduced by too much water. In many fields, nutrient and pest stresses can further 
reduce yields. To maximize yields and the efficient use of nutrients, plant population 
levels must be matched to the unique conditions existing at each location.

Complex relationships between yields and the numerous limiting factors often 
result in relatively poor correlations between predicted and measured yields.1–3 
Developing site-specific recommendations that consider the complexity of the prob-
lem is complicated by the difficulty of conducting multifactor experiments in com-
plex terrains. It may be possible to solve this problem by using data sets collected 
from multiple experiments conducted across geographic regions. For example, if 
water stress is the primary limiting factor, then it may be possible to define the 
response function using experiments conducted in different rainfall environments.4,5 
The advantage of experiments conducted across a geographic region is that the 
boundary conditions might be wider and more data might be available for analysis. 
Over the past 20 years, thousands of corn population studies have been conducted. 
This chapter provides a case study that demonstrates how data from numerous site 
years can be used to develop a regional plant population site-specific application 
model. A similar approach can be used for other problems.

A goal of this case study is to provide an approach for analyzing data from field 
experiments conducted at numerous locations. The proposed approach is based on 
defining a plant population yield response curve for each individual field experiment and 
using an iterative approach to develop a site-specific model that maximizes profitability.

10.2.1  corn Productivity and PLant PoPuLations

The development of a site-specific plant population is one step in developing a nutri-
ent management strategy that maximizes energy efficiency. Planting the economic 
optimum plant population will maximize energy efficiency and minimize carbon 
footprints. The optimum plant population is influenced by many factors including 
optimum yield, genetics, available resources, early season growth, and maturity 
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rating. In a discussion of plant populations, it is important to understand that the 
optimum plant population is impacted by the degree of competition between adja-
cent plants. Corn has been bred to grow at high populations, with yields per field 
gradually increasing as population increases to an optimum value.6 Increasing the 
population beyond that value can result in yield reductions. Water stress can com-
plicate the problem. Associated with the increasing yield per area is a reduction 
in the yield per plant. Smaller per plant yields that are not etiolated might be the 
result of adaptive evolution where plants with a low shade avoidance mechanism are 
selected for propagation.7–9 Corn’s response to competition is not typically of many 
wild plants, which often become etiolated (i.e., becoming taller).10–13

The complexity of the relationship among seeding rate, maturity rating, hybrid, 
and yield potential has resulted in region-specific recommendations. For example, 
Pioneer hybrid specific population density calculator is available at http://www.
pioneer.com/web/site/portal/menuitem.0cbb3257343891dc86738673d10093a0/, 
whereas in Iowa the recommendation is between 28,000 and 32,000 plants ac 
(69,000–79,000 plants/ha). For silage production, planting densities are 2000–4000 
plants/ac higher (4900–9900 plants/ha).14

Variable seeding rate experiments have had mixed findings. Bullock et al.15 
reported that variable rate seeding will remain economically unfeasible until the 
costs associated with obtaining and processing information necessary for the rec-
ommendation model decrease. Abendroth and Elmore16 reported that, in Iowa, the 
optimum plant population should increase 485 plants/ac (1200 plants/ha) for every 
16 bu (1000 kg/ha) increase in yield. Coulter17 reported that the maturity rating 
influences the optimum density. Corn with a maturity rating of 92–96 days had a 
higher optimum density than corn with a maturity rating of 102 days. Paszkiewicz 
and Butzen18 reported that in areas with a yield potential of 130 bu/ac (8140 kg/ha) 
or greater, the corn response to increasing density was similar regardless of yield 
potential. Shanahan et al.19 reported that the economic optimum plant population 
was approximately 2000 plant/ac (4920 plants/ha) less in low- than in high-yielding 
areas. Analysis of these studies suggests that benefits can be derived by implement-
ing variable rate planting. However, the benefit from adopting variable rate planting 
will be dependent on the accuracy of the prediction model and zone classification 
approach. This chapter presents an approach for increasing the accuracy of site-
specific prediction models. Related chapters in this series address approaches for 
identifying yield zones.

10.2.2  PLant PoPuLation case study: modeL derivation

For many cultivated crops, there is a direct relationship between population and yield 
(Figure 10.1). Based on this relationship, recommendations for the most profitable 
population level can be determined.

One approach for determining the optimum level for a single experiment is sum-
marized in the following text. In these calculations, gy is the grain yield, pp in the 
seeding rate, $gy is the selling price of a bushel of corn, and $pp is the purchase price 
of a corn seed. A common approach to define the optimum value is to first deter-
mine the relationship between population level and yield. A polynomial equation 
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such as, gy 2= + × + ×a b cpp pp , can be used for this purpose. Using a  second-order 
polynomial equation, the ratio between the rate of yield (dgy) and population change 
is calculated using the first-order derivative, d d b cgy pp pp/ .= + × ×2

Now, because the change in the value of the corn/ac [d($gy · gy)] and total cost of 
the seed/ac [d($pp · pp)] are defined by the equations

 d d d d($gy gy) gy $gy  and ($pp pp) pp $pp× = × × = ×

respectively, the relationship
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Now, because d d($ ) ($ )/gy gy pp pp× × = 1 at the optimum population, dgy/dpp 
must equal $pp/$gy. The resulting equation is dgy/dpp = $pp/$gy. After substituting 
b c d d+ × ×2 pp for gy pp/ , the equation
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FigurE 10.1  A hypothetical relationship between corn plant population and measured yields.
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was derived. This equation can be rearranged to

 pp
pp gy= −

×
($ $ ) b

c2

By solving this equation, the optimum plant population for a single field location and 
price structure can be determined. This solution is based on the use of the polynomial 
equation. The same solution may be obtained using other yield response equations 
and Excel’s nonlinear optimization procedure, Solver, which is used to maximize the 
Partialprofit. Note that solving the differential equation d$gy/d$pp = 1 will maximize 
the Partialprofit. When one uses Solver to maximize the Partialprofit, the analyst will be 
using a more generalized solution since one may want to use an equation describing 
gy = f(pp) that may not be easily differentiable. In Microsoft Office 2003, solver is 
installed by selecting tools, add-ins, checking solver add-in, and clicking on OK. In 
Microsoft Excel 2007, solver is installed using the following directions:

 1. Click the Add-ins category.
 2. In the Manage Box, click Excel Add-ins, and then click Go.
 3. To load an Excel Add-in, do the following:
 a. In the Add-ins available box, select the check box next to the add-in that 

you want to load and then click OK.
 b. If the add-in you want to use is not listed, click browse, and then locate 

the add-in. Add-in not currently available can be downloaded from 
Downloads on Office Online. Click yes to install the download.

After you have successfully installed solver, you will find it on the far right under 
the Data tab (Figure 10.2). In Microsoft Excel 2003, solver is installed by double-
clicking on tools and selecting add-ins.

Figure 10.3 shows a spreadsheet that utilizes the mathematics developed above. In 
cells A8 through C8 are the a, b, and c constants for the polynomial yield response 
equation (gy pp pp= + × + ×a b c 2 ). On the left side of Figure 10.3 are the spread-
sheet results of this analysis and on the right are the spreadsheet formulas used to 
determine the most profitable level of input, in this case the most profitable planting 
population, pp. Note that in cell A11 is the optimum population, pp. We will discuss 
a second method to obtain the same solution as found in cell A11. The Partial profit 
(Partialprofit = corn value − seeding costs) equation is entered in cell C11. After the 
equation has been entered, run solver to obtain the maximized Partialprofit, the solu-
tion to the problem, Figure 10.4. Before running solver, an initial guess must have 

The data tab Solver button

FigurE 10.2  The location of the Solver button on the Data tab in Microsoft Excel.
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FigurE 10.3  Screen for developing parameters and solution. This figure shows the data 
set and equations used in the following example. Data is available on the data disk under GIS 
Chapter to population data.XLS.

FigurE 10.4  Using solver to determine the optimum population for a single experiment.
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been entered into cell D11. In this example, 25 (25,000 plants/ac) was the guess and 
was typed into cell D11. After starting solver, you must first, select C11 as “Set Target 
Cell”, Figure 10.4. This cell contains the equation Partialprofit = gy × $gy − pp × $pp, 
where grain yield (gy) was calculated in cell C13. Recall that that value for grain yield 
is calculated with the equation gy = a + b × pp + c × pp2. Also recall that a, b, and c 
values are available in cells A8 through C8. As mentioned earlier, cost of seed and 
the value of corn are entered into cells (D3 and E3). Second, in Figure 10.4, in the line 
starting “Equal To” select “Max” because we wish to maximize the Partialprofit. Third, 
under the text “By Changing Cells” type D11. Fourth, press the Solve button. The pro-
gram will ask if you want to save the solution, click on OK. A new number, the solu-
tion, appears in cell D11 and note that it is the same solution that was calculated by 
the calculus derived method, the solution of which is found in cell A11 (Figure 10.5).

These calculations were used to determine the optimum plant population for one 
yield potential experiment. Similar calculations can be used for a second or third 
experiment. If the yield potentials in the different environments are controlled by a 
common limiting factor, i.e., water stress, then it may be possible to determine the 
relationship between water stress or yield potential and plant population by combin-
ing the data from the different experiments. The following section demonstrates one 
approach for conducting an analysis of numerous experiments. In these calculations, 
optimum plant populations will be determined using two equations, exponential and 
polynomial equations. The exponential solution is on sheet 1, while the polynomial 
solution is on sheet 2. The data set and programs are available in Chapter 10 of the 
accompanying disk.

FigurE 10.5  The Excel spreadsheet after solver has been run.
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10.2.3   steP-By-steP guide For deveLoPing a site-sPeciFic 
PoPuLation equation

This same approach can be used to determine the equation that defines the seeding 
rate as a function of yield potential. A step-by-step guide for this process is given in 
the following text. In these calculations, yield is defined as bushels/acre. To calculate 
the seed rate per hectare, seeding rate, yields, and corn selling price must be con-
verted to SI units. Bushels/acre are converted to Mg/ha by multiplying the yields by 
0.06259, seeds/ac are converted to seeds/ha by multiplying the rate by 2.47, and 
$/bu are converted to $/Mg by multiplying the selling price by 44.

Step 1. Load your raw data from the disk (labeled Chapter 10). Note that there is a 
VBA (visual basic) program under Commandbutton1. To load this macro, you must 
go to Tools, Options, Security, and Macro Security and then set the level from Very 
High to High. Figure 10.6 shows typical input information. For this program to 
work, seeding population data must be in column A, yield data must be in column 
B, and delimiters must be in columns C and D. If one or both of the two delimit-
ers change, the program assumes a break from one experiment to the next. For this 
application, the format must be followed as shown with data starting in row 6. This 
data set contains two sheets. Sheet 1 is the solution using the exponential model, 
while sheet 2 contains the solution using the polynomial equation. Do not change 
the sheet names.

FigurE 10.6  Raw data loaded from disk.
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Step 2. Run the VBA by pushing the button, Commandbutton1. The program does 
calculations that will result in the populated spreadsheet as seen in Figures 10.7 and 
10.8. The program does all work discussed in steps 3 through 10 below.

Step 3. In this application, the relationship between yield and plant population is 
defined by the equation. Note that in the case of yield = f(seed population) that 0 seed 
results in 0 yield. Also note that 0 added fertilizer will not usually result in 0 yield 
so this equation may not be the appropriate equation for the yield response of fertil-
izer. Obviously, different problems should use different equations. This equation is 
transformed by dividing both sides of the equation by planting population and then 
by taking the natural logarithm of both sides of the equation. The transformed equa-
tion is linear in Ln(A) and B. For each experiment, column E below row 6 contains 
the terms, Ln(yield/population).

Step 4. In cells F6:G6 (and for each separate experiment below line 6) Linest, Excel’s 
linear regression procedure, is used to determine the constant Ln(A) and the coef-
ficient B.

Step 5. Cell H6 (and for each separate experiment below) contains the maximum 
yield value in the experiment. Our recommendation is to use the long-term median 
yield at the site of the experiment for input into cell H6. We would calculate this from 
5 or more years of yield monitor data files at the specific site of each experiment 
within the field of concern. Five years of yield monitor data was not available for this 
data set so an alternative, maximum yield, was used.

Step 6. Ln(A) is transformed to A in cell I6 (and for each separate experiment below).

Step 7. The users best guess for the relationship between seeding rate and yield 
[seeding rate = constant + yield potential (factor)] is placed in I3 and J3. The constant 
is placed in I3 and the factor (slope) is placed in J3. In this example, 25,000 is placed 
in I3 and 0 is placed in J3.

Step 8. In cell J6 (and for each separate experiment below), Equation 4, the planting 
population will be calculated based on the initial guessed inputs from cells I3 and 
J3. In cell K6, the estimated yield (and for each separate experiment below) will be 
calculated using the planting population, cell J6, and the coefficients for A and B 
from cells I6 and F6.

Step 9. We use the estimated seeding rate and yield for the first experiment and then 
for all experiments, which were calculated in cells J6 and K6, respectively and then 
below. The partial profit (Profitpartial = returns − inputs) for the first experiment is 
calculated in cell L6 and then all experiments below.

Step 10. We then use the partial profit’s from each experiment, cells L6 and below, to 
calculate the average Profitpartial from all of the separate experiments.

Step 11. If your yield response curves (the coefficients of which are in columns F and I 
below row 5) have adequately described the field, you are now ready to do the real 
analysis. Leaving cell J3 at 0, you may change cell I3 to any population you wish 
and the average partial profit for all experiments combined, Profitpartial, cell E2, will 
be calculated. Note that if you did this twice for two different populations guesses, 
the differences between the two guesses will be the real differences in total profit, 
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FigurE 10.7  Spreadsheet showing data after VBA program is run. If the data are changed, push the command button to recalculate values.
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not partial profit. The difference is what is important. To determine the equation for 
determining the optimum population, select solver (in Excel 2003 under tools). Run 
solver by selecting E2 (Profitpartial) as the variable “Set Target Cell” and I3 as “By 
Changing Cells”. When the population level is defined as a single value, the optimum 
yield potential is 27,455 plants/ac (67,927 plants/ha) (Figures 10.9 and 10.10).

Step 12. Figure 10.9 is identical to Figure 10.10 with the exception that “By Changing 
Cells” is now I3:J3 which will maximize giving a site-specific variable rate rather 
than a single population rate for the entire field as discussed earlier. The resulting 
solution for seed cost of $0.0025/seed and a corn selling price of $3.50/bu ($154/Mg) 
is seeding rate (seeds/ac) = 12,927 + 92.97 ∙ yield potential (bu/ac) or seeding rate 
(seeds/ha) = 31,929 + 3,669 ∙ yield potential (Mg/ha). The estimated partial profit for 
this equation is $453.62/ac ($1120/ha).

Step 13. Assess the impact of seed costs on the recommendation. For this calculation, 
change K3 from $0.0025/seed to $0.005/seed. In this calculation, the seeding predic-
tion equation was seeding rate (seeds/ac) = 9569 + 92.3 ∙ yield goal (bu/ac) or seed 
rate (seeds/ha) = 23,639 + 3.642 ∙ yield goal (Mg/ha). Increasing the corn value has 
the opposite impact on the seeding rate. For example, doubling the corn value from 
$3.5/bu to $7.0/bu produced the original results because the ratio of $seed/$corn was 
the same (0.0025/3.5 = 0.005/7).

FigurE 10.9  Using solver to determine the optimum for a single-field planting population.

FigurE 10.8  The Microsoft Excel spreadsheet showing appropriate formulas used to cal-
culate the values in Figure 5.7.
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This section showed an approach for determining site-specific plant popu-
lation recommendations using an exponential model. There was a strong 
relationship between the predicted and observed responses (Figure 10.11). This 
analysis would suggest that in a deep silt loam soil that produces a uniform yield 
of 180 bu/ac (11.300 Mg/ha), the seeding rate should be 29,662 seeds/ac (seeding 
rate = 180 · 92.97 + 12,927 seeds/ac) or 74,100 seeds/ha. In a coarse textured soil that 
produced a uniform yield of 120 bu/ac (7510 kg/ha), the predicted seeding rate was 
24,000 seeds/ac (24,000 seeds/ac = 120 · 92.9 + 12,900 seeds/ac) or 59,300 seeds/ha. 
Many fields contain both high- and low-yielding areas. In fields with variable yields, 
a manager may choose to plant 24,000 seeds/ac (59,300 seeds/ha) in the low-yielding 
soil and 30,000 seeds/ac (74,100 seeds/ha) in the high-yielding soil.
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FigurE 10.11  Relationship between optimum plant population and yield in experiments 
conducted in the northern Great Plains between 1998 and 2002.

FigurE 10.10  Using solver to determine the optimum for variable field planting population.
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The solution depends on the model selected to fit the data. Sheet 2 provides a sim-
ilar solution using a polynomial equation. When the exponential model was used to 
develop the site-specific plant population equation, a slightly different equation was 
produced. The polynomial equation is, optimum seeding rate = 9943 + 111 · yield 
goal (bu/ac) or seed rate (seeds/ha) = 24,559 + 4,380 · yield goal (Mg/ha). The esti-
mated partial profit for this equation over the data set was $458.24/ac or $1132/ha. 
This equation produced a slightly higher estimated population of 29,923 seeds/ac 
or 73.910 seeds/ha for a field with a yield goal of 180 bu/ac (11.3 Mg/ha) when seed 
was purchased for $0.0025/seed and corn was sold at the rate of $3.5/bu ($138/Mg).

10.3  imPlEmEnting on-Farm rESEarcH

The success of implementing site-specific management can be assessed using on-farm 
research. Figure 10.12 shows an example of a two-block on-farm study. To imple-
ment this proposed procedure, plots are planted and documented relative to a line of 
GPS points at planting. Each field trial should be placed perpendicular to the major 
landscape formations (yield zones) within the field, and it is desirable to have three 
or more randomized replications.

To increase the confidence of the populations, each plant population needs to be ver-
ified by a minimum of three stand counts (for ease of counting, in an early vegetative 
stage) to document the actual emerged plant population. GPS-referenced yield monitor 
data need to be collected at harvest, and the data will be partitioned by treatment and 
environment. Stip-trial research studies should be harvested with combines equipped 
with a yield monitor/GPS/data-recording system. Within each block, there are areas 
that can be harvested from different landscape positions. Each of these landscape posi-
tions likely has a different yield potential. Analysis of on-farm experiments is beyond 
the scope of this chapter and is available in Knighton20 and Wittig and Wick.21

Locations of yield data extraction

Bottom land

25,000 Plant population
30,000 Plant population
35,000 Plant population
40,000 Plant population

25,000 Plant population
30,000 Plant population
35,000 Plant population
40,000 Plant population

Bottom land

Hill side

Hill side

Hill top

Hill top

FigurE 10.12  Potential experimental design for an on-farm study.
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10.4  concluSion

In this approach, a large number of data sets could be analyzed simultaneously, and 
the primary factor for selecting a model was profitability. The resulting site-specific 
equation is dependent on the equation used to define the yield response function. 
Different response functions were obtained for the two equations. This analysis is 
based on data collected from field experiments conducted between 1998 and 2002. 
These experiments included a much wider range of plant populations and yield levels 
than what is typically found in most plant population trials. This analysis procedure 
is applicable for many other input parameters. In this analysis, the impact of other 
limiting factors (N, pests, weeds, and P) must be minimized.
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11 Soil	Water	Status Maps	
for	Variable	Rate	
Irrigation

C.B. Hedley and I.J. Yule

11.1  ExEcutivE Summary

Energy requirements and security of food production will be improved by increasing 
the water use efficiency of existing irrigation systems. Agriculture uses 70%−80% of 
allocated global freshwaters for irrigation, and in recent years increased dependence 
on irrigation to sustain food production for the global community is depleting 
freshwater resources in many parts of the world below sustainable limits. These pres-
sures can be reduced by optimizing irrigation scheduling. Technological advances 
in irrigation, mainly in automated and semiautomated sprinkler irrigation systems, 
allow application of water with millimeter precision at a fixed position. In addition, 
variable rate sprinkler systems can apply different depths of water to different posi-
tions. This chapter presents and demonstrates a geographical information systems 
(GIS) decision support tool for a soil-based automated variable rate irrigation (VRI) 
sprinkler system.

contEntS

11.1 Executive Summary ...................................................................................... 173
11.2 Introduction .................................................................................................. 174
11.3 Methods ........................................................................................................ 176

11.3.1 Site Selection .................................................................................... 176
11.3.2 Apparent Electrical Conductivity Mapping ...................................... 176
11.3.3 GIS Manipulation of EM Data ......................................................... 177
11.3.4 Estimation of Soil TAWC in ECa-Defined Management Zones ....... 177
11.3.5 Soil Water Balance ........................................................................... 178

11.4 Results and Discussion ................................................................................. 180
11.4.1 ECa Map and Soil Water-Holding Properties ................................... 180
11.4.2 Soil Water Balance and Its Application for Irrigation Scheduling ......180
11.4.3 Comparison of VRI and URI Key Performance Indicators ............. 186

11.5 Conclusion .................................................................................................... 188
Acknowledgments .................................................................................................. 189
Appendix ................................................................................................................ 189
References .............................................................................................................. 190

© 2011 by Taylor and Francis Group, LLC



174	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

The case study presented illustrates how (1) soil total available water-holding 
capacity (TAWC) maps can be derived from soil apparent electrical conductivity 
(ECa) maps and (2) a daily time step can be added to the TAWC map to produce a 
soil water status map, updated daily, available for uploading to a VRI system. Soil 
water status is defined as the millimeters of plant available water stored in the soil on 
any one day. This chapter also discusses some advantages of a VRI system, including 
benefits for nutrient management, water savings, and energy savings.

The accuracy of these soil water status maps is dependent on how well each ECa-
defined zone can be hydrologically characterized. VRI is desirable where highly 
variable soils exist under one irrigation system and has further applications for irri-
gating different crops under one irrigator, shutting off or reducing irrigation over 
exclusion areas such as raceways, gateways, and low-lying and/or compacted poorly 
draining areas, as well as for chemigation and fertigation.

11.2  introduction

The case study for this chapter is a 40 ha irrigated dairy pasture near Christchurch, 
on the Canterbury Plains of South Island, New Zealand. The Canterbury Plains are 
the largest alluvial plains in New Zealand covering 750,000 ha. Here highly vari-
able young alluvial soils have developed in different depths of fine materials (sands 
and silts) over outwash gravels. Recent alluvial soils (<3000 years old) occur on low 
terraces that can be highly variable in depth and stoniness. A recent trend has been 
the conversion of these stony terrace soils, traditionally used for dry-land extensive 
grazing, to dairy pastures. This is accomplished by augmentation of natural annual 
rainfall (500–600 mm) with irrigation using center pivot and lateral sprinkler irriga-
tion schemes (Figure 11.1). This significant land-use change has occurred since 1990 
when sheep farming predominated (Figure 11.2) so that in 2006 Canterbury had 
become a national leader in dairy production.

One irrigation system typically irrigates an area of more than 300 ha so that 
where the depth of fine material to gravels is highly variable, so will be the ability 
of the soil to hold and retain available water for plant use. A frequent consequence is 
overwatering of very stony soils, and in this case VRI becomes desirable. The 2008 
Environment Report of the Canterbury Regional Council1 recognized the significant 
pressure being applied to the Canterbury’s lakes and rivers due to intensification 
of land use, allocation of freshwaters, changing climatic factors, and changes aris-
ing from nutrient inputs and sedimentation. Surface water takes have doubled from 
about 100–200 m3 s−1 and groundwater takes have trebled from about 50–150 m3 s−1 
since 1990. In New Zealand, irrigation demands 77% of all allocated freshwaters, 
and 66% of this irrigation water is used in the Canterbury region. The amount of con-
sented irrigated land in New Zealand increased by 52% over the period 1999–2006, 
an annual rate of increase of 7%.2 This national increase is also largely explained by 
demand for irrigation by growth in the dairy industry.

In Canterbury, river flows have dropped from the long-term mean at nearly all mon-
itored sites, and in some cases flows are 10%−25% below the long-term mean. One 
of the largest recorded drops is on the Selwyn River just south of Christchurch (37% 
decrease), while the Rakaia River south of the Selwyn has drops of 10%. The case 
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study for this chapter is situated between the Rakaia and Selwyn Rivers, where a center 
pivot sprinkler system is used to irrigate dairy pastures, on Waimakariri soils.

The Waimakariri soils are widespread in this region and are relatively young 
alluvial soils on low terraces. The single most important factor determining their 
properties, like many other soils in the Canterbury Plains, is the depth of fine 
material over the outwash gravels. The variable nature of these soils and the need 

FigurE  11.1  The introduction of center pivot irrigation systems into Canterbury, New 
Zealand, provides opportunities for VRI technology to be used. (Photo courtesy of Google 
Earth, 2009.)
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FigurE  11.2  Relative change to stock numbers in Canterbury, New Zealand, between 
1996 and 2006, with estimated 2002 population totals (millions) in brackets. (LIC, New 
Zealand Dairy Statistics 2007–2011. Prepared by Livestock Improvement Corporation (LIC), 
Hamilton, New Zealand. Document available from DairyNZ www.dairynz.co.nz/dairystatistic, 
2009, 51 p.; Canterbury Regional Council. Canterbury Regional Environment Report 2011. 
ECan, Christchurch, New Zealand. Document available at www.ecan.govt.nz, 2011, 246 p.)
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to increase irrigation and energy efficiency makes this area an excellent site for a 
precision irrigation management case study.

In this study, an on-the-go electromagnetic (EM) mapping system was used to 
collect high-resolution (<10 m) global positioning system (GPS)-located ECa data, 
which was then kriged into ECa maps using the Geostatistical Analyst extension tool 
in ArcGIS. Soil EM surveys are very useful for investigating soil salinity issues;3,4 
however, ECa information can also be used to characterize soil texture and moisture 
variability.5–7 The approach used to determine the available water-holding properties 
of soil management zones from the ECa information is discussed and demonstrated.

VRI scheduling requires knowledge of plant demand as well as soil supply of 
available water at any position on any day.8 Two methods for monitoring the drying 
and wetting patterns are (1) a daily water balance model and (2) in situ soil mois-
ture monitoring. TAWC can then be adjusted on a daily basis to produce soil water 
status maps for spatial irrigation scheduling. The map is available to upload to an 
automated PC-controlled variable rate sprinkler system. Sprinkler systems with VRI 
control of individual sprinklers are being developed with varying degrees of automa-
tion,9,10 to address the need for improved water use efficiency.

Precision irrigation decisions can be crop-based or soil-based. The emphasis of 
this chapter is the development of a soil-based decision support tool, so that preci-
sion irrigation can be applied on the basis of soil differences. This is particularly 
important in regions where highly variable, young, alluvial soils exist, such as in 
many parts of New Zealand.

11.3  mEtHodS

11.3.1  site seLection

The dairy farm lies 50 km WSW of Christchurch. Here a 600 m center pivot sprinkler 
irrigation system was installed to irrigate dairy pastures for the seasonally dry part of 
the year, typically November–March. A 40 ha portion of the irrigated zone was selected 
for this study. Regional statistics suggest that irrigation can increase pasture dry matter 
(DM) production from 6.4 T DM ha−1 yr−1 to at least 11.1 T DM ha−1 yr−1. Stocking rates 
are 3.3 cows ha−1 with irrigation. To minimize feed deficits, 200 kg N ha−1 yr−1 is 
typically applied.

The soils at this site are mapped as Waimakariri soils (weathered fluvial recent 
soils), characterized by varying depths of fine sandy material with wide-ranging 
stoniness over outwash gravels which occur at varying depths.

11.3.2  aPParent eLectricaL conductivity maPPing

A Geonics electromagnetic EM38 sensor (Geonics Ltd., Mississauga, Ontario, 
Canada) and real-time kinematic-differential GPS with Trimble Ag170 field computer 
(Trimble Navigation Ltd., Sunnyvale, California) on-board an all-terrain vehicle 
(ATV) were used for on-the-go soil ECa mapping. The ATV was driven at 12 km h−1 
at swath widths of 10 m. Soil ECa, measured by the EM38 sensor, was logged simul-
taneously with high-resolution positional data every second. The ECa and positional 
data were collected on a data memory card in the Ag170 field computer.
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11.3.3  gis maniPuLation oF em data

Data were extracted from the data memory card and manipulated into a suitable file 
format in an Excel spreadsheet for interpolation and map production in ArcGIS. The 
process for importing data into ArcGIS, transforming the WGS84 coordinates to local 
coordinates (in this case NZMG’49), setting a field boundary, and raster interpolation for 
ECa map development, followed the method detailed by Cassel4 in Chapter 8. In the first 
book of this series, “GIS Applications in Agriculture,”11 Cassel4 provides a step-by-step 
account of a procedure similar to the one which is summarized as follows:

• Positional and sensor data were imported into ArcMap as a csv file. This 
data was then displayed and converted into a shapefile.

• A new polygon shapefile was created in Arc Catalogue and moved into the 
map document. This file was used to define the outline shape of the sensor 
data using Editor.

• Ordinary kriging was used in Geostatistical Analyst to develop the ECa 
prediction map. Variogram models of the sensor data were compared to 
assess which one best characterized the data, and in this case a spherical 
variogram was used. The kriged surface was exported as a raster file.

• The raster surface was clipped to the shape of the polygon outline file using 
Spatial Analyst/Extraction/Extract by Mask.

• The clipped raster was then classified into three zones, by right-clicking on 
the file and selecting Symbology in Properties. Color coding was also set 
in Symbology.

The three soil ECa classification zones were targeted for soil sampling for TAWC 
estimation.

11.3.4  estimation oF soiL taWc in eca-deFined management zones

The soil TAWC of each ECa-defined management zone (high ECa zone, intermediate 
ECa zone, low ECa zone) was estimated by soil sampling at three replicate sites within 
each zone. TAWC is defined as the difference between the equivalent depths of water 
that the effective root zone (or a sampling depth within that root zone) contains at field 
capacity (FC) and at permanent wilting point (WP). It is preferable to determine FC 
in situ, i.e., in the field, to account for interactions between horizons in the soil 
profile. It is estimated here as the equivalent water depth held after 2 days of free 
drainage following a heavy rain (or irrigation) event. WP is also best estimated in the 
field using the crop of interest, although this was not possible at this irrigated site.

The soil was sampled to 60 cm depth to include the majority of roots, which extract 
the soil water for plant use. Soil samples (0–15, 15–30, 30–45, 45–60 cm) were collected 
when the soils were at FC in August 2008, for estimation of field moist soil water content 
(i.e., FC), bulk density, percent stones, and a laboratory estimation of WP. Small intact 
soil cores (55 mm × 25 mm) were collected, where possible, to assess bulk density. In 
cases where the soils were too stony to enable intact soil cores to be collected for bulk den-
sity estimation, the bulk density of a neighboring sample was extrapolated to this sample 
depth. Percent stones were determined by collecting bagged samples to a defined depth. 
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Larger stones were sieved out and weighed in the field, and the remaining samples were 
taken back to the laboratory for calculation of the remaining percent stones. WP was 
assessed from the gravimetric soil water content of repacked 2 mm sieved soil samples 
equilibrated at a tension of 1500 kPa, on a 15 bar pressure plate extractor (Soilmoisture 
Equipment Corp. 1500, Santa Barbara, California).

11.3.5  soiL Water BaLance

A soil water balance was used to estimate the soil water deficit on any one day. 
Model inputs are (1) soil TAWC value; (2) daily rainfall; (3) daily regional calcula-
tion for potential evapotranspiration (PET); and (4) irrigation events. Model outputs 
are (1) soil moisture deficit (SMD) on any one day and (2) expected runoff and deep 
percolation (estimated as the excess water when soils reach FC) (Figure 11.3).

The soil water balance was initiated on August 3, 2007, a day when the soils were 
expected to be at FC, after a cool, wet winter period and large winter rainfall event 
(34 mm). Capillary rise was assumed to be zero in these soils, as the depth of water table 
was sufficient to maintain the capillary fringe below the lower level of the root zone.

The Excel spreadsheet (Table 11.1; Chapter 11/GIS Chapter 11 data) was used 
to calculate the daily SMD for each ECa-defined zone. A simplified version of the 
soil water balance spreadsheet used in this study is provided on the CD which 
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FigurE 11.3  Diagram to represent the soil water balance of a root zone. (Adapted from 
Allen, R.G. et al. Crop evapotranspiration. Guidelines for computing crop water requirements, 
in FAO Irrigation and Drainage Paper 56, p. 169, FAO, Rome, 1998, 300 p. With permission.) 
RAWC, readily available water-holding capacity; TAWC, total available water-holding capacity.
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taBlE 11.1
Part of the Excel Spreadsheet used to Predict daily Soil moisture deficit and irrigation Events for Each Soil Zone (see appendix) 

with irrigation no irrigation

year
imput rain 

(mm)
irrigation 

(mm)
imput Er 

(mm)
E 

(mm)
d 

(mm) 
S 

(mm) 
Smd      
(mm)

irrigation Event 
(iE) (mm)

E 
(mm) 

d 
(mm) 

S 
(mm)  

Smd 
(mm) 

3/8/2007 0 0 1 1 0 101 −3 0 1 0 101 −3

4/8/2007 34 0 1 1 33 101 0 0 1 33 101 0

5/8/2007 0 0 1 1 0 100 −1 0 1 0 100 −1

6/8/2007 0 0 0 1 0 99 −2 0 1 0 99 −2

7/8/2007 0 0 1 0 0 99 −2 0 0 0 99 −2

8/8/2007 0 0 1 1 0 98 −3 0 1 0 98 −3

9/8/2007 0 0 2 1 0 97 −4 0 1 0 97 −4

10/8/2007 0 0 2 2 0 95 −6 0 2 0 95 −6

11/8/2007 0 0 2 2 0 93 −8 0 2 0 93 −8

12/8/2007 6 0 1 2 0 97 −4 0 2 0 97 −4

Er, reference ET; E, actual ET; D, drainage; S, available water stored in the soil; SMD, soil moisture deficit.
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accompanies this book, and step-by-step details for its use are given in the Appendix 
to this chapter. It uses climatic data obtained from a nearby meteorological station, 
which is freely accessed from a web site (http://cliflo.niwa.co.nz/). The first work-
sheet in this Excel file provides the data specific to this case study. The second work-
sheet provides a soil water balance template for the user to enter other specific data of 
interest. Required inputs are site daily rainfall and PET data, soil TAWC (≤250 mm), 
and trigger point for irrigation. The worksheet automatically calculates the optimal 
irrigation schedule. The depth of irrigation can be changed (≤50 mm).

As a rule of thumb, irrigation should commence when approximately half the plant-
available water (TAWC) has been used up. Specific depletion factors and methods for 
determining this “irrigation trigger,” “critical deficit,” or “stress point” (SP) are given 
in Allen et al.12 The trigger point marks the point where water in the soil is no longer 
readily available to the plant, and evapotranspiration (ET) from that plant falls below its 
potential rate. The transpiration (T) component of ET is directly related to plant yield. If 
the plant transpires at its potential rate, it will usually achieve potential yield, assuming 
no other limiting factors. If the plant transpires below its potential rate, due to inadequate 
supply of readily available water, then yield will usually be reduced proportionally.12

11.4  rESultS and diScuSSion

11.4.1  eca maP and soiL Water-hoLding ProPerties

The ECa map separates the field into three areas with different soil characteristics 
(Figure 11.4). Soils in the high ECa zone are deep sandy soils with no stones, charac-
terized by 20 cm deep topsoil over 10–30 cm sandy loam subsoil. Below this, a transi-
tion BC horizon extended to a depth varying between 45 cm and >1 m over outwash 
gravels. In contrast, the low ECa zone is characterized by stony–very stony topsoil 
and subsoil, each typically about 15 cm in depth, overlying a transition BC horizon, 
with outwash gravel parent materials occurring at 45 cm depth (Table 11.2). The rela-
tionship shown in Figure 11.5 was used to predict soil TAWC from the high-density 
ECa data set, and the resulting TAWC map is shown in Figure 11.6.

The soil TAWC varies considerably at this site, ranging from 36 to 144 mm. 
Assuming a mean ET rate of 4 mm for the hottest months of November to February, the 
most stony soils with lowest TAWC will reach the irrigation trigger point (0.5 TAWC) 
after just 4–5 days of drying from FC, while the stone-free sandy soils are able to store 
enough readily available water for about 18 days.

11.4.2  soiL Water BaLance and its aPPLication For irrigation scheduLing

A soil water balance was used to track the wetting and drying patterns of soils in the 
three management zones. Daily rainfall and PET data were obtained from the clos-
est meteorological station, and soil TAWC was adjusted for each soil zone. The soil 
water balance was updated daily to provide a real-time irrigation scheduling tool.

The water balance predicts the day on which the soil trigger point is reached, and 
irrigation should commence. Hypothetical VRI scheduling applies 10 mm of irrigation 
to Zone 3 (TAWC 44 mm) on September 1, 2007. The first irrigation event scheduled to 
Zone 2 (TAWC 73 mm) for the 2007/2008 summer season is on 30 September, and 
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Zone 1 (TAWC 101 mm) soil water storage is sufficient to readily supply water to pas-
ture until its first scheduled irrigation event on October 25, 2007 (Figure 11.7). The 
water balance was also used to compare total irrigation water demands under a VRI 
system compared with a URI (uniform rate irrigation) system. URI assumes that to 
obtain potential yield, the whole site is irrigated to the trigger point of the zone with the 
smallest TAWC, maintaining readily available water in these stony soils and all other 
zones. In contrast, VRI irrigates each soil zone to its specific trigger point. We have 
calculated hypothetical 10 mm irrigation events for VRI and URI, and the results for 
the 2007/2008 season are presented in Figure 11.10. The water savings using VRI are 
quantified in Table 11.3 for August 2007 to December 2008. The relationship between 
soil water storage and ECa on any day can be determined and used to predict the 
soil water status map. ECa values were extracted from the ECa map, for each sam-
pling site position, as described in the following text.

N
mS m–1

12.5–13.1
13.2–13.4
13.5–13.7
13.8–14
14.1–14.3
14.4–14.6
14.7–16.4

0 50 100 200
m

FigurE  11.4  ECa map of the 40 ha dairy pasture, irrigated by a center pivot sprinkler 
irrigation system.
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• A shapefile of the soil sampling GPS positions was imported into the ECa 
map document in ArcMap.

• ECa values were extracted using Spatial Analyst in Arc Toolbox, and select-
ing the option Extraction/Extract Values to Points. The input point feature 
file is the GPS position shapefile, the input raster is the ECa raster, and a 
new output point feature file is created with ECa values extracted for each 
GPS coordinate.

• The extracted ECa data point values can be viewed by right-clicking on 
the new file and viewing the new “raster value” column in the attribute 
table. The attribute table can be exported as a dbf file and opened in 
Excel.

Figure 11.8 shows the relationship between soil ECa and predicted soil water storage 
in the root zone (mm) for August 3, 2007 (FC) and September 1, 2007, September 29, 
2007, and October 24, 2007 when Zones 1, 2, and 3 received their first spring-time 
irrigation, respectively.

The linear regression model is used to interpret the high-resolution ECa data set 
in terms of soil water status on any one day, and the maps produced are available 
for uploading to a VRI system to control irrigation scheduling to specified zones on 
specified days (Figure 11.9).

taBlE 11.2
Soil tawc, Fc, wP, and Percent Stones for Each Eca-defined Zone

Soil
Eca range 
(mS m−1)

Sample 
depth (cm)

tawc 
(mm)

Field 
capacity 

(mm)
wilting 

Point (mm)
Percent 

Stones (%)

Waimakariri 
sandy loam

14.7−16.7 0−15 46 58 12 0

15−30 21 28 7 0

30−45 17 20 4 0

45−60 17 20 3 0

Site mean 0−60 101 126 26 0

Waimakariri 
stony sandy 
loam

13.7−14.6 0−15 32 39 7 43

15−30 20 23 3 68

30−45 11 13 2 23

45−60 11 13 2 23

Site mean 0−60 74 88 14 39

Waimakariri 
very stony 
sandy loam

12.5−13.6 0−15 12 20 7 42

15−30 18 21 3 75

30−45 7 9 1 81

45−60 7 9 1 81

Site mean 0−60 44 59 12 70

Notes: TAWC, FC, and WP are expressed as a depth of water (mm) in each sampling depth, and in the site 
mean depth (60 cm). Data from Table 11.2 were used to develop a relationship between soil ECa 
and TAWC (Figure 11.5).
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FigurE 11.5  Relation of soil ECa to TAWC for Waimakariri soils, at the study site.

N

mm
36–66

67–84

85–1440 50 100 200
m

FigurE 11.6  TAWC map (millimeter available water in the root zone) of the 40 ha dairy 
pasture, irrigated by a center pivot sprinkler irrigation system.
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FigurE 11.7  Soil moisture deficit (SMD, mm), drainage (D, mm), and 10 mm irrigation 
events (vertical bars at the bottom of each graph) for the three soil zones (a = Zone 1— 
TAWC 101 mm; b = Zone 2—TAWC 73 mm, c = Zone 3—TAWC 44 mm) from August 
2007, when the soils were at FC, to December 2008. NI, no irrigation; I, irrigation; D, 
drainage/runoff.
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taBlE 11.3
Potential water Savings of vri compared with uri for waimakariri Soils 
at the Study Site

Site Zone
area 
(ha)

irrigation
no. irrigation 
days (days)

total volume 
water 

applied (ml)
mean depth 
applied (mm)mm m3 ha−1

URI

Total 40 520 5200 52 208 520

VRI

Waimakariri 
sandy loam

1 9 440 4400 44 40

Waimakariri 
stony sandy 
loam

2 20 470 4700 47 94

Waimakariri 
very stony 
sandy loam

3 11 520 5200 52 57

Total 40 191 477

VRI–URI 
water saving

%
8

ML
17

mm ha−1

43
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y= 20.52x– 237.85
R2 = 0.88

24/10/07

y= 39.31x– 463.65
R2 = 0.89

3/08/07 (FC)

y= 35.27x– 430.27
R2 = 0.91

1/09/07

y= 25.26x– 298.29
R2 = 0.86

29/09/07

FigurE  11.8  Linear regression models of soil water balance-predicted soil available 
water status (millimeter available water in the root zone) against soil ECa on August 3, 2007, 
September 1, 2007, September 29, 2007, and October 24, 2007 for each soil profile analyzed.
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11.4.3  comParison oF vri and uri key PerFormance indicators

A key performance indicator (KPI) of any irrigation system is its water use efficiency, 
defined here as the millimeters of irrigation water applied per ton of DM production. 
URI and VRI aim for maximum potential yield by maintaining soil water status above 
the plant SP so that water is readily available to the plant. Other irrigation strategies, 
such as deficit irrigation, aim for efficient conversion of each millimeter of irrigation to 
DM production, with strategic timing, but withhold water at certain times beyond the 
SP, so that potential yield may not be achieved. Deficit irrigation strategies for pasture 
may be used when allocated freshwaters are limited, precluding URI or VRI. Section 
11.4.1 discussed the potential water savings of VRI compared with URI, and this sec-
tion explores further potential benefits of a VRI system compared with a URI system, 
using KPIs.

0 50 100

N

m
200

Zone 3 16–44

45–63

64–115

mm

Zone 2

Zone 1

FigurE 11.9  Soil water status map for September 1, 2007, delineating the management 
zone (Zone 3) which requires irrigation.
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 KPIs considered are

 1. Water use
 2. Irrigation water lost as drainage and runoff
 3. Energy usage
 4. Irrigation water use efficiency (IWUE)

Water use and drainage/runoff KPIs are calculated from the soil water balance (see 
Table 11.4 for details). Energy use is calculated as kWh m−3 water applied, using a 
factor of 0.42 kWh m−3 irrigation water applied, based on a recent survey of New 
Zealand irrigation systems13 and then converted to kg CO2-eq using an implied emis-
sion factor of 0.18 kg CO2-eq per kWh electricity consumed.14 The IWUE index uses 
a reported dairy pasture production of 17.6 T DM ha−1 yr−1 for a similar soil in this 
region15 to calculate millimeters of irrigation water applied per ton DM produced 
(Table 11.4; Figure 11.10).

An 8% reduction in water use by VRI compared with URI is accompanied by a 43% 
reduction in excess water lost as drainage and runoff over the 2007–2008 period. This 
implies that any potential nutrient leaching is reduced under VRI. Increased dissolved 
N concentrations in lowland rivers have been observed in this region over the past decade, 
associated with the introduction of high-productivity dairy farming systems, and VRI is 
one method of mitigating against increasing levels of N leached into waterways, resulting 
in better utilization of nutrients applied by minimizing drainage and runoff.

Energy used by VRI scheduling was 181 kWh ha−1 (650 MJ ha−1) less than URI, 
due primarily to the reduced requirement for pumping, directly related to water 
savings, with an estimated financial return of about NZ$86 ha−1. This mitigates 
greenhouse gas emissions, with a saving of 33 kg CO2-eq ha−1 yr−1. The IWUE KPI 
indicates that VRI gave more DM production per millimeter of irrigation water 
applied. These KPIs illustrate the overall benefits of VRI scheduling based on soil 
TAWC differences.

taBlE 11.4
kPis for vri and uri of the case Study irrigated dairy Pasture 
in north canterbury, new Zealand

kPi units description

Water use mm season−1 Total amount of irrigation water applied in one season 
(July 1, 2007 to June 30, 2008)

Drainage/runoff mm season−1 Drainage and runoff during one season (July 1, 2007 to 
June 30, 2008), calculated as excess above FC by the soil 
water balance model; implications for nutrient leaching

Energy usage kg CO2-eq Energy usage (kWh m−3) for operation of irrigation system 
(largely cost of pumping water) converted to equivalent 
CO2 emissions

Irrigation water 
use efficiency

mm T−1 DM Reports millimeter of irrigation water applied per ton 
DM produced
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11.5  concluSion

Soil ECa increased with decreasing percent stones in the soil profile at this irrigated dairy 
pasture site on weathered fluvial recent, Waimakariri soils, in North Canterbury. 
In addition, soil ECa was strongly related to soil TAWC (R2 = 0.9) so that a regres-
sion model could be used to predict TAWC from soil ECa for the production of 
a TAWC map. A daily time step was added to the TAWC map using a soil water 
balance model to produce daily soil water status maps. These maps are available 
to upload to an automated VRI system for spatial irrigation scheduling. At this 
site, VRI applies the first irrigation in late Spring to the very stony soil (TAWC = 
44 mm) on September 1, 2007 and delays irrigation to the intermediate TAWC 
zone by 29 days and to the highest TAWC soil zone by 54 days, optimizing the use 
of stored soil water. Overall irrigation water savings using VRI scheduling was 
8% for the season July 1, 2007 to June 30, 2011. This was accompanied by a 43% 
reduction in drainage and runoff, because VRI uses stored available water above 
the SP before applying irrigation, reducing the likelihood and frequency of soil 
moistures greater than FC. This implies that VRI will reduce the risk of nutrient 
leaching through the soil profile, with increased nutrient use efficiency compared 
with URI. This is an important mitigation strategy for N leaching in this region 
which has experiencing increases in groundwater N due to increased N leaching 
from dairy pastures over the last decade. In addition, in comparison with URI, 
VRI gave improved water use efficiency and reduced overall energy use, mitigat-
ing CO2 emissions. VRI optimizes the amount, timing, and positioning of irriga-
tion scheduling under one irrigation system, and this optimization is accompanied 
by a number of environmental and resource use benefits.
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FigurE 11.10  A comparison of KPIs of VRI and URI for a 40 ha irrigated dairy pasture in 
North Canterbury, New Zealand.
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aPPEndix

 1. The SWBsimple.xls file can be found in Chapter 8 folder on the CD accom-
panying this book. Worksheet 1 provides the soil water balance (SWB) 
(with and without irrigation) for this case study. Worksheet 2 provides an 
SWB template for the user to enter their own site-specific data.

Worksheet 1

 2. Worksheet 1 “Soil WB” contains the rainfall and PET climatic data for the 
Selwyn case study and calculates and plots the daily soil moisture deficit 
(SMD, mm) for the period August 3, 2007 to the end of 2008 (with irriga-
tion and without irrigation).

 3. The SWB example in “Soil WB” worksheet starts in mid-winter, after a 
heavy rainfall (34 mm), and assumes that the SMD is brought to 0 (i.e., 
FC). At this time, the soil storage of plant available water (S) = 101 mm 
(i.e., TAWC).

 4. Hypothetical irrigation events are input to the spreadsheet to maintain the 
SMD above the irrigation trigger (S = 50.5 mm). The irrigation trigger in 
this example is set at a depletion factor of 0.5 TAWC.

 5. Different values for TAWC and “irrigation trigger” are input to this 
worksheet to assess the total irrigation requirement for one season of 
each soil management zone (with a unique TAWC value) for the Selwyn 
case study.

Worksheet 2

 6. Worksheet 2 “SoilWB_template” is available for calculating the SWB for 
any soil and climatic region. Input site name to cell C1, a value for soil 
TAWC to cell C2 (≤250 mm), a value for the irrigation trigger to cell C3, 
and a depth of irrigation into cell I1 (≤50 mm).

 7. Input daily rainfall data into column B and a regional or site-specific refer-
ence value for PET into column D. Reference PET is calculated for a uni-
form grass sward cover, and this can be adjusted for any crop type and stage 
(see Ref. [12]). Dates can be adjusted, but the SWB should start at a point 
where the soils are considered to be at FC (SMD = 0).

 8. Worksheet 2 will automatically calculate an irrigation schedule for this 
period of time. It also provides the total irrigation requirement for the 
period of interest in cell I4.
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12.1  ExEcutivE Summary

A critical component of maximizing nutrient management efficiency is the adoption 
of management practices that maintain the soil organic carbon (SOC). Management 
practices that degrade soil resources may have low energy efficiency, while systems 
that improve soil quality may have the opposite impact. One practice that could reduce 
soil sustainability is the harvesting of crop residues for animal feed, animal bedding, 
and ethanol production. Residue harvesting can reduce SOC, which in turn can lead 
to reduced sustainability and productivity. Yield monitor data sets when combined 
with spatial and temporal SOC measurements can provide the information needed to 
develop site-specific carbon management plans. This chapter (1) develops and demon-
strates approaches for calculating SOC maintenance requirements and mineralization 
rate constants at different landscape positions and (2) discusses techniques for conduct-
ing site-specific experiments and determining site-specific C sequestration potentials.

12.2  introduction

12.2.1  caLcuLating carBon turnover in nonisotoPic exPeriments

Because SOC is continuously being degraded by soil microorganisms, crop residues 
must be added to maintain current levels. The SOC maintenance requirement is the 
amount of nonharvested carbon (NHC) that must be added to maintain the SOC con-
tent at the current level (NHCm). Management practice that decreased SOC contents 
can reduce soil health and ultimately productivity.

The carbon cycle is driven by photosynthesis that produces organic biomass that 
is respired by microorganisms. Only a portion of the NHC that is returned to soil 
ends up in SOC and only a portion of the SOC ends up as CO2 (Figure 12.1). The 
rates that nonharvested biomass is converted from fresh biomass to SOC and SOC is 
converted to CO2 are functions of many factors including management, climate, and 
biomass composition. The first-order rate mineralization constants for NHC (kNHC) 
and SOC (kSOC) can be used to calculate mineralization rates.1 An approach for cal-
culating the mineralization rates in historic studies is presented in the following.

Based on the carbon flow diagram shown in Figure 12.1, two equations can be 
defined. The first equation is

 

d

dt
k

SOC
NHC NHCNHC a m= − 

Soil organic carbon
(SOC)

CO2
Non-harvested plant residues (NHC)

kSOC

kNHC

FigurE 12.1  A relational diagram showing the relationship between three carbon pools 
and the associated rate constants.
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This equation states that the temporal change in SOC (dSOC/dt) is equal to the NHC 
mineralization rate constant (kNHC) times the difference between the amounts of 
carbon added to the soil (NHCa) and the maintenance requirement (NHCm). The second 
equation is

 k kSOC e NHC mSOC NHC⋅ = ⋅

This equation states that at the SOC equilibrium point (SOCe), the rate that NHC is 
converted into SOC (kNHC · NHCm) is equal to the rate that SOC is mineralized into 
CO2 (kSOC · SOCe). These two equations were combined to produce the equation

 

NHC
SOC

SOC 1
SOC

a

e

SOC

NHC NHC e

= +
⋅







k

k

d

dt k

This equation was solved by defining either SOCi (initial SOC) or SOCfinal as SOCe, 
NHCa/SOCe as y, and dSOC/dt as x. After these substitutions, the equation

 

NHC
SOC

SOC 1
SOC

a

time0

SOC

NHC NHC e

= + ⋅
⋅







k

k

d

dt k

was derived. When fit to a zero-order equation, the y-intercept and slopes are 
k kSOC NHC  and 1 ( )kNHC eSOC⋅ , respectively (Figure 12.2). After determining the 
slope (m) and y-intercept (b), the SOC maintenance (NHCm) and rate constants can 
be calculated with the equations:

 

NHC SOC

1
SOC

SOC

m e

NHC
e

SOC
e

= ⋅

=
⋅( )

=
⋅( )

b

k
m

k
b

m

NHC
SOCe

δSOC
δt

kSOC/kNHC

1/(kNHC •SOCe)

FigurE  12.2  A graphical representation of the maintenance calculations. (Data from 
Clay, D.E. et al., Agron. J., 102, 443, 2006.)
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This approach assumed that above- and below-ground biomass make equal contribu-
tions to SOC, that the amount of below-ground biomass is known, and that NHC is 
known and that initial (SOCe) and final (SOCfinal) SOC values are near the equilibrium 
point. Advantages with this approach are that kSOC and kNHC are calculated directly from 
the data, and the assumptions needed for these calculations can be tested. A disadvan-
tage with this solution is that surface and subsurface NHC are combined, and therefore 
kNHC Below and kNHC Surface cannot be calculated directly. Combining, kNHC Below and kNHC Surface 
into a single rate constant (kNHC) may contain errors,2,3 resulting from surface and below-
ground biomass having different mineralization rate constants. If an experiment contains 
a no-plant control area, it may be possible to separate these values.4

The Clay et al.1 approach requires an accurate measure of above- and below-
ground C inputs.5,6 Obtaining dependable values for above-ground biomass is 
relatively easy and typically accomplished by weighing above-ground biomass or 
estimating the value using the harvest index. However, obtaining accurate measure-
ments of below-ground biomass is very difficult.7–9 In the past, nearly all attempts 
have underestimated this value.10 For mass balance purposes, below-ground values 
should include all plant parts not included in above-ground measurements. Root-to-
shoot ratios and/or simulation models are the most common approaches for estimat-
ing below-ground biomass.7,11,12

12.3   caSE Study 1: dEtErmining minEraliZation ratE 
conStantS on data rEPortEd By larSon Et al.

The Larson et al.13 study was conducted in Clarinda, Iowa. Soil at the site was a fine, 
silty, mixed, mesic, Typic Hapludoll. The soil was plowed, disked, and cultivated 
several times. Yield data for this experiment are available in Morachan et al.14 When 
using root-to-shoot ratios to calculate below-ground biomass, grain and stover values 
must be added. For this calculation, grain weights must be converted to dry weight. 
Data shown in Table 12.1 can be used to convert yield data from one moisture per-
centage to another.

taBlE 12.1
corn, Soybean, and wheat weights are various 
moisture contents

grain moisture (%)

commodity 20% 18% 15.50% 13% 10% 0%

weight (lb bu−1)

Corn 59.15 57.71 56 54.39 52.58 47.32

Soybeans 65.25 63.65 61.78 59.65 58.0 52.2

Wheat 64.88 63.29 61.42 60 57.67 51.9

Note: Corn is typically reported at 15.5% moisture, while soybean and 
wheat are reported at 13% and 13.5% moisture, respectively. The 
wheat weight (lbs/bu) at 13.5% moisture is 60 lbs.
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Step 1. Calculate the average grain dry yields from 1953 to 1964. This can be done in 
Microsoft Excel by using = average(C4:M4). In this example, the average yields from 
1955 to 1964 range from 5385 to 5517 kg grain ha−1. Dry grain weights can be converted 
to bu ac−1 by converting to lb ac−1 and then dividing by 47.32 (column O, Table 12.2).

 (a) Grain yields are often reported on a wet-weight basis. The equation for per-
cent moisture is 100 × (wet grain − dry grain)/(wet grain). Weights for grains 
at different moisture percentages are shown in Table 12.1. The amount of dry 
grain contained in a bushel of corn at 15.5% moisture is determined by sub-
stituting 0.155 for moisture percentage and 56 lb for wet grain weight and then 
solving for dry grain. The resulting equation is dry grain = 0.845 × 56 lb bu−1.

Step 2. Estimate above-ground NHC; this can be estimated by assuming there is a 
50% harvest index (grain/grain + stover).

Step 3. Estimate below-ground biomass (roots + exudates) (column C, Table 12.3). In 
this example, it was estimated that the root + exudates-to-shoot ratio (krec = [roots + 
exudates]/[grain + stover]) was 0.55.11 In this case study, roots consist of all above- 
and below-ground plant parts that are not included in the measured above-ground 
portions. This may include the small amount of stalk above the soil surface. Johnson 
et al.11 used krec values of 0.82, 0.55, and 0.62 for wheat, corn, and soybean, respec-
tively. Total root biomass (column C, Table 12.3) was converted to root-C (column D, 
Table 12.3) by assuming that roots contained 43% carbon.

Step 4. Calculate dSOC/dt (surface 15 cm) and NHC/SOC (Table 12.4). For these cal-
culations, subtract SOC final from SOC initial and divide the difference by 11 years. 
NHC/SOC is determined by dividing the NHC values (column D, Table 12.4) by 
SOC (column B, Table 12.4). Note, the SOC and NHC units must be identical.

Step 5. Determine the regression equation between NHC/SOC (y) and dSOC/dt 
(Table 12.5).

 (a) In Microsoft Excel, select tool, data analysis, and regression.
 (b) Insert the cell ranges for x (dSOC/dt) and y (NHC/SOC) and select OK. The 

results of this analysis are shown in Table 12.5. The resulting equation is 
NHC/SOC = 0.131 + 0.000284 (dSOC/dt). The values for this equation are 
in B17 and B18. The adjusted r2 for this equation is 0.984 (cell B6).

Step 6. Calculate SOC maintenance requirement and the mineralization rate 
constants.

 (a) The maintenance requirement is the y-intercept times SOC, SOCmain = 
0.131 · 26,750 = 3,504 kg C (ha year)−1.

 (b) In this analysis, approximately 1000 kg C ha–1 are provided by the roots, 
resulting in an above-ground requirement of 2500 kg surface residue 
carbon/year. This carbon can be provided by returning crop residues or 
applying manure.

 (c) Calculate kSOC and kNHC values
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taBlE 12.2
yield data associated with the larson et al. and morachan et al. Experiment

a B c d E F g H i J k l m n o P

residue 
type

nHc added 
(mg ha−1) 54 55 56 57 58

year 59 
(mg ha−1) 60 61 62 63 64

ave. grain 
(15.5%)

dry grain 
(0%)

Est. 
Stover

CK None 0 5.09 5.09 5.09 5.09 5.09 5.09 6.60 6.82 7.52 6.35 5.26 4.44 4.44

Alfalfa 2 0 5.28 5.28 5.28 5.28 5.28 5.28 7.06 7.52 7.89 6.31 5.50 4.67 4.67

Alfalfa 4 0 5.22 5.22 5.22 5.22 5.22 5.22 7.56 7.49 7.52 6.78 5.52 4.66 4.66

Alfalfa 8 0 5.36 5.32 5.32 5.32 5.32 5.32 7.03 7.53 7.60 6.25 5.48 4.63 4.63

Alfalfa 16 0 5.22 5.22 5.22 5.22 5.22 5.22 7.55 7.19 7.51 6.03 5.41 4.58 4.58

Corn 2 0 5.37 5.37 5.37 5.37 5.37 5.37 6.92 7.00 7.62 6.22 5.45 4.61 4.61

Corn 4 0 5.28 5.28 5.28 5.28 5.28 5.28 6.97 7.09 7.48 5.79 5.36 4.53 4.53

Corn 8 0 5.32 5.32 5.32 5.32 5.32 5.32 7.05 7.38 7.40 5.71 5.41 4.57 4.57

Corn 16 0 5.42 5.42 5.42 5.42 5.42 5.42 7.45 6.71 7.12 5.44 5.38 4.55 4.55

Source: Data from Larson, W.E. et al., Agron. J., 64, 204, 1972; Morachan, Y.B. et al., Agron. J., 64, 199, 1972.
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taBlE 12.3
amounts of calculated root and residue carbon added to Each Plot

a B c d E F g H

residue 
type

amount residue 
(mg ac−1)

total root + 
Ex Biomass

total root + 
ex-c

50% roots 0–15 cm 
(kg root-c ha−1)

Biomass total 
(kg BS ha−1)

Biomass carbon 
(kg BS-c ha−1)

total nHc 
(kg c ha−1)

CK None 4,886 2,101 1,050 0 0 1,050

Alfalfa 2 5,110 2,197 1,098 2,000 860 1,958

Alfalfa 4 5,128 2,205 1,103 4,000 1,720 2,823

Alfalfa 8 5,096 2,191 1,096 8,000 3,440 4,536

Alfalfa 16 5,033 2,164 1,082 16,000 6,880 7,962

Corn 2 5,070 2,180 1,090 2,000 860 1,950

Corn 4 4,988 2,145 1,073 4,000 1,720 2,793

Corn 8 5,024 2,160 1,080 8,000 3,440 4,520

Corn 16 5,006 2,153 1,077 16,000 6,880 7,957

Equations in 
the columns

=C × 0.43 =D/2 =F × 0.43 =G + E

Assumes 43% 
carbon in the 
samples

Assumes roots are 
50% of above 
ground biomass

Treatments added 
to the soils

Assumes 43% carbon 
in the samples

Total carbon 
added = roots 
+ treatment

Source: Data from Larson, W.E. et al., Agron. J., 64, 204, 1972.
Note: In these calculations the root + exudate/shoot ratio was 0.55 and carbon content was 43%.
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kNHC
e

11
slope SOC

1
0.000284 26,750

0.132g NHC (g NHC year)=
×

=
×

= × × −

kkSOC
e

intercept
slope SOC

0.131
0.000284 26,750

0.0173gSOC =
×

=
×

= ((g SOC year) 1× × −

 (d) The rate constants can be used for many different purposes. For example, 
based on the equation, kSOC · SOCe = kNHC · NHCm, changes in SOC based 
on NHC values can be estimated.

Step 1. If NHC is 4000 what will the new SOC value be?

Step 2. SOC = (kNHC · NHC)/kSOC = (0.132 · 4000)/0.0173 = 30,520 kg C ha−1. Based 
on these rate constants, returning 4000 kg C ha−1 would increase SOC from 26,750 
to 30,520 kg C ha−1.

12.4   caSE Study 2: landScaPE PoSitionS imPact 
on carBon turnovEr at Stratton, colorado

History: Findings used in this case study were obtained from Sherrod et al.15 This 
study conducted near Stratton was initiated in 1985 and continued for 12 years. This 
site had an average open pan evaporation (PET) value of 1270 mm. Treatments at the 
site were wheat-fallow (WF), wheat-corn-fallow (WCF), wheat-corn-millet-sunflower 
(WCMF), and continuous corn (CC). No-tillage was used at the site. Each treatment 
was replicated twice. Soil samples were collected from 0 to 5 cm at the beginning and 
end of the study. Soil samples were analyzed for SOC by wet oxidation, and the effi-
ciency of the oxidation process was not stated. Samples were dried and ground during 
which visible plant parts, >2 mm, were removed from the sample. These samples were 

taBlE 12.4
nHc and nHc/Soc values Study

a B c d E

Soc Final (kg ha−1) kg c ha−1(i) dSoc/dt kg (ha year)−1 nHc kg ha−1 nHc/Soc

23,700 26,750 −277.4 1050 0.0392

24,820 26,750 −175.4 1958 0.0732

25,580 26,750 −106.6 2823 0.1055

28,080 26,750 112.6 4536 0.1696

33,350 26,750 599.5 7962 0.2976

24,080 26,750 −242.5 1950 0.0729

26,020 26,750 −66.5 2793 0.1032

27,340 26,750 53.7 4520 0.1690

33,400 26,750 598.9 7957 0.2975

Equation in columns =(col A − col B)/11 =col D/col B

Source: Data from Larson, W.E. et al., Agron. J., 64, 204, 1972.
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taBlE 12.5
regression analysis of nHc/Soc(y) and dSoc/dt(x)

a B c d E F g H i

Summary
regression Statistics
Multiple R 0.993007

R square 0.986064

Adjusted R square 0.984073

Standard error 0.012016

Observations 9

anova
df SS mS F Significance F

Regression 1 0.071511 0.071511 495.2906 9.35E−08

Residual 7 0.001011 0.000144

Total 8 0.072522

coefficients Standard Error t Stat P-value lower 95% upper 95% lower 95.0% upper 95.0%

Intercept 0.131635 0.004068 32.35534 6.97E−09 0.122015 0.141255 0.122015 0.141255

X variable 1 0.000284 1.27E−05 22.25513 9.35E−08 0.000253 0.000314 0.000253 0.000314
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converted to kg ha−1 using measured bulk densities. The study reported annualized 
stover production which were used to estimate roots using the equation,

 Roots  annualized stover 1 1= × . .

The root calculation value was based on a 50% harvest index and a 0.55 root-to-shoot 
ratio. The calculations assumed that 30% of the roots were contained in the surface 
5 cm of soil.

Step 1. Calculate initial soil carbon levels for the Stratton site. The gravimetric val-
ues are converted to kg ha−1 by multiplying the concentration by the bulk density 
(column D, Table 12.6) and sampling depth (multiply columns B, C, and D by each 
other). The resulting answer is then converted to kg ha−1 by using appropriate con-
stants and measured values.

Step 2. Calculate NHC and dSOC/dt. Based on reported values,15 NHC was esti-
mated using the following assumptions. First, roots were estimated by multiply-
ing the annualized above-ground biomass returned by 1.1 (column F, Table 12.7). 
Second, roots contained in the surface 5 cm are estimated by multiplying below-
ground biomass by 0.3. Third, root carbon was estimated by multiplying roots in the 
segment by 0.4. Based on these assumptions, NHC (column H) is equal to

 Column F 4  Column G 3 4× × ×0 0 0. . .+

It is important to consider that for a mass balance, the roots contain all biomass 
not typically measured in the above-ground portions. In corn, this generally includes 
all biomass below the top of the brace roots. dSOC/dt is calculated by subtracting 
column D from column C and then dividing this difference by 12 years.

Step 3. Calculate NHC/SOC (column I, Table 12.7). This is determined by dividing 
column H by column C.

Step 4. Calculate the mineralization rate constants for the different landscape 
positions. The rate constants are determined by determining the relationship 
between NHC/SOC and dSOC/dt. The relationship is quantified by determining 
the linear equation between dSOC/dt and NHC/SOC. This can be conducted in 
Microsoft Excel. In this case study, equations were calculated separately for each 

taBlE 12.6
initial Soil organic c at Stratton

a B c d E

landscape 
Position

Sampling 
depth (cm) carbon (g kg−1)

initial c Bulk 
density (g cm−3) organic c (kg ha−1)

Summit 5 10.58 1.37 7,247

Side-slope 5 10.44 1.3 6,786

Toe-slope 5 19.21 1.15 11,046

Math in column =  col B × col C × 
col D × 100
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taBlE 12.7
calculated change in Soil organic c over the 12 years of the Experiment and the ratio between non-Harvested c (nHc) 
and Soil organic c (Soc) at Stratton

a B c d E F g H i

rotation
Soci 

(kg ha−1)
Socf 

(kg ha−1)
dSoc/dt 

(kg year)−1

annualize above ground 
Biomass returned (kg c ha−1)

Estimated root Biomass 
returned (kg ha−1)

nHc c returned 
(kg ha−1) nHc/Soc

Summit WF 7,247 6,785 −38.5 2,060 2,266 1,095.92 0.151224

WCF 7,247 7,000 −12.5833 2,290 2,519 1,218.28 0.168108

WCMF 7,247 7,835   49 2,285 2,513.5 1,215.62 0.167741

CC 7,247 8,400   96.08333 3,905 4,295.5 2,077.46 0.286665

Side-slope WF 6,786 5,545 −103.417 1,825 2,007.5 970.9 0.143074

WCF 6,786 6,685 −8.41667 2,120 2,332 1,127.84 0.166201

WCMF 6,786 6,900   9.5 2,150 2,365 1,143.8 0.168553

CC 6,786 7,410   52 3,470 3,817 1,846.04 0.272037

Toe-slope WF 11,045 8,985 −171.667 2,820 3,102 1,500.24 0.13583

WCF 11,045 9,770 −106.25 3,465 3,811.5 1,843.38 0.166897

WCMF 11,045 10,170 −72.9167 3,480 3,828 1,851.36 0.16762

CC 11,045 10,555 −40.8333 4,735 5,208.5 2,519.02 0.228069

Math in column =col F × 1.1 =0.4 × (F + G × 0.3) =col H/col C

Assumes 50% harvest 
index

Assumes 40% 
carbon and 30% 
of the roots are 
in the segment
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taBlE 12.8
nHc maintenance requirement (nHcm) and calculated mineralization rate constants of non-Harvested c 
(KnHc) and Soil organic c (KSoc) for the three landscape Positions at Stratton

a B c d E F g H i J k

rotation
dSoc/dt 

(kg year)−1 nHc/Soc y-intercept Slope
Soci 

(kg ha−1)
ksoc g/ 

(g year)
knhc g  

(g year)−1

nHcm kg 
c (ha year)

Summit WF −38.525 0.151218 0.189561 0.00101 7,247 0.025902 0.13664 1,373.748

WCF −12.6083 0.168101

WCMF   48.975 0.167734

CC   96.05833 0.286653

Sideslope WF −103.417 0.143074 0.222709 0.000862 6,786 0.038073 0.170954 1,511.301

WCF −8.41667 0.166201

WCMF   9.5 0.266136

CC   52 0.272037

Toe-slope WF −171.729 0.135821 0.235107 0.000618 11,046 0.034461 0.146578 2,596.989

WCF −106.313 0.166886

WCMF −72.9792 0.167608

CC −40.8958 0.228053

Not-included in analysis
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landscape position, and the resulting slope and y-intercept values are located in 
columns E and F in Table 12.8. Based on the y-intercept and slope values, the kSOC 
[(y-intercept)/(SOC · slope) = (Col E)/(Col I · Col H)] and kNHC[1/(SOC · slope) = 
1/(Col I · Col H)] values were calculated. These values are in columns I and K 
(Table 12.8) (Figure 12.3).

Step 5. Interpret the mineralization rate constants. The SOC mineralization rate con-
stants were larger for side- and toe-slope than the summit area. Lower kSOC values in 
the summit indicate that this carbon was more stable than side- and toe-slope carbon. 
Clay et al.16 had similar results.

Step 6. Calculate the half-lives for SOC in the different landscape positions. These 
values are calculated as follows:

 

Summit:1/2 life
ln 2 0.6931

0.0259
26.8years

Side-slope:1/2 li

= = =
k

ffe
0.6931

0.03807
18.2 years

Toe-slope:1/2 life
0.6931

0.03446

= =

= == 20.1years

12.5   caSE Study 3: landScaPE imPactS 
on c turnovEr at StErling

Data used in this case study were obtained from Sherrod et al.15 These data comple-
ment the data reported in case study 2. The Sterling site has a 100-year average 
precipitation of 420 mm and a PET value of 1015 mm. The Sterling Colorado site has 
a lower PET value than that of the Stratton Colorado site.

δSOC/δt (kg SOC-C (ha year)–1)
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FigurE  12.3  Relationship between dSOC/dt and NHC/SOC at Stratton. Equations and 
data for the relationships are shown in Table 12.8. (From Sherrod, L.A. et al., Soil Sci. Soc. 
Am. J. 67, 1533, 2003.)
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Step 1. Set up the data set. The data set should be constructed using the approach 
described above. The initial and final amounts of SOC contained in the surface 
5 cm after 12 years are in columns C and D (Table 12.9). The dSOC/dt values deter-
mined by subtracting SOCi from SOCf, and dividing this difference by 12 years 
(column E, Table 12.9). NHC values were calculated using the same assumptions 
discussed in case study 2.

taBlE 12.9
influence of landscape Position on Soil organic carbon 
and the nHc/Soc ratios

a B c d E F

landscape 
Position

nHc 
(kg c ha−1)

Soci 
(kg ha−1)

Socf 
(kg ha−1)

dSoc/dt 
12 years nHc/Soc

Summit 835.24 7,105 7,830 60.41667 0.117557

1,146.46 7,105 6,810 −24.5833 0.16136

1,141.14 7,105 7,290 15.41667 0.160611

1,606.64 7,105 8,175 89.16667 0.226128

Side-slope 864.5 6,492 6,925 36.08333 0.133164

1,095.92 6,492 6,690 16.5 0.168811

1,231.58 6,492 6,965 39.41667 0.189707

1,532.16 6,492 8,745 187.75 0.236007

Toe-slope 1,037.4 9,264 7,160 −175.333 0.111982

1,439.06 9,264 8,800 −38.6667 0.155339

1,449.7 9,264 9,715 37.58333 0.156487

2,016.28 9,264 11,825 213.4167 0.217647

Not included
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FigurE 12.4  The relationship between dSOC/dt and NHC/SOC for Sterling. The resulting 
equation was NHC/SOC = 0.1669 + 0.000317 dSOC/dt (r = 0.84**).
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Step 2. Determine the relationship between dSOC/dt and NHC/SOC. In this analy-
sis, there were several points that did not fit the resulting curve and were not included 
in the analysis. In this analysis, data from all landscape positions were combined 
(Figure 12.4). These results are different than Stratton where equations were deter-
mined for each landscape position.

Step 3. Determine the maintenance requirement and rate constants for Sterling. 
Use the relationship between dSOC/dt and NHC/SOC to calculate these values 
(Table 12.10). These values show that the NHC and SOC turnover rates are land-
scape specific. Based on these calculations, more carbon is needed in the toe-slope 
than summit and side-slope areas to maintain SOC. A comparison between Stratton 
and Sterling suggests that SOC is turning over much more rapidly at Sterling than 
Stratton. The half-lives for this Sterling ranged from 8.55 years in the side-slope to 
12.2 years in the toe-slope area.

12.6   calculating SitE-SPEciFic carBon 
SEquEStration PotEntialS

The calculation approach described above relies on two types of measurements, 
temporal changes in SOC and the amount of NHC returned to soil. In whole-field 
experiments, this information can be obtained from strip experiments containing 
two treatments, crop residue removed and crop residue returned. In these experi-
ments, the amount of crop residues returned (NHC) can be measured or estimated 
from the yield monitor data (using a harvest index and residue removal rate). By com-
bining temporal changes in SOC with annual NHC additions, the rate constants can 
be calculated using the approaches described above. These calculations assume that 
the current SOC level is near the equilibrium value (SOCe). Once the rate constants 
are calculated, the impact of different residue management approaches on SOC lev-
els can be determined.

12.6.1  rate constants are knoWn

The long-term average for the amount of above-ground biomass returned to soil 
located in at two sites located in a field are 9000 and 6000 kg C (ha year)−1. What 
is the potential to sequester additional C is the soils contain 60,000 and 50,000 kg 
C ha−1? If it is assumed that 50% of the roots are contained in the zone, the harvest 

taBlE 12.10
nHc maintenance requirement and rate constants for Sterling

landscape 
Position y-intercept Slope

ksoc g Soc 
(Soc year)−1

knHc gnhc-c 
(g nHc year)−1

nHcm kg 
nHc-c ha−1

Summit 0.1669 0.000317 0.0741 0.4440 1185.8245

Sideslope 0.1669 0.000317 0.0811 0.4859 1083.5148

Toeslope 0.1669 0.000317 0.0568 0.3405 1546.1616
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index is 50%, the root-to-shoot ratio is 0.55, and biomass contains 40% carbon, then 
NHC for site 1 is 7560 kg C ha−1 (NHC = 9 · 0.4 + 18 · 0.55 · 0.4) and NHC for site 2 is 
5040 kg C ha−1 (NHC = 6 · 0.4 + 12 · 0.55 · 0.4). If the rate constants are known (kSOC = 
0.02 and kNHC = 0.20) then the equation

 k kSOC e NHC mSOC NHC× ×=

can be used to solve for the SOC content at the equilibrium point. In this example, 
SOCe for site 1 is 75,600 kg C ha−1 [(7560 · (0.2/0.02)] and SOCe for site 2 is 50,400 kg 
C ha−1 [5400(0.2/0.020] kg C ha−1. If these sites contain 60,000 and 50,000 kg C ha−1, 
then the potential to sequester additional C is 15,600 kg C ha−1 (75,600–60,000) at 
site 1 and 400 kg C ha−1 (50,400–50,000) at site 2.

12.6.2  rate constants are unknoWn

In this case study, the rate constants must be measured. The approach described 
above requires at least two treatments where different amounts of NHC are returned 
to the soil. In whole-field experiments, three NHC rates can be implemented (resi-
due removed, residue returned, and residue returned plus residue from the harvested 
site) by removing the NHC from one strip and adding this carbon to a second strip. 
Two rates can be implemented by removing the carbon from one strip. At differen-
tially corrected global positioning system-identified sampling points, NHC, SOC, 
and bulk density must be measured at adjacent points in the different treatments. For 
NHC, it must be measured or estimated from the annual yield monitor data, while 
for SOC it must be measured at the beginning and end of the experiment. Soil depths 
often measured are the 0–15 and 0–30 cm soil zones. Protocols for collecting soil 
samples are to composite at least 10 individual cores from each depth interval. Care 
must be used when collecting and processing these samples. Removal of biomass 
or roots from the sample can bias results. In our laboratory, samples are ground and 
sieved. The portion of the sample that does not pass the sieve is ground with a mortar 
and pestle. Soil samples should be analyzed for organic carbon using the appropri-
ate technology. Wet oxidation or combustion in an oven may not provide accurate 
values. At many sites, 4–5 years may be required to produce measurable changes in 
soil carbon.

NHC can either be estimated from the yield monitor data or measured. Once 
the dSOC/dt and NHC values are known, the rate constants can be calculated 
(see above).

12.7  Summary

This chapter demonstrates an approach that can be used to calculate mineralization 
rate constants for SOC at different landscape positions. The approach is only as 
accurate as the information used to derive the models. For accurate SOC turnover 
prediction, accurate measures of SOC and NHC are required. Once the rate con-
stants are known, they can be used within a GIS program to calculate the impact of 
different management scenarios (within a tillage system).
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When evaluating carbon turnover data, it is important to consider that the 
findings are only as good as the data. Good soil sampling procedures must be 
followed. In carbon experiments, accurate information from the beginning and 
end of the experiment is needed. Details about the efficiency of carbon analysis 
approach are required. Wet oxidation procedures are often not 100% effective. 
Sieving, grinding, and the removal of plant parts from the ground soil samples 
may bias results.
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13.1  ExEcutivE Summary

The development of mathematical or statistical models of relationship between envi-
ronmental variables and soil organic C (SOC) at observation sites and their appli-
cation to environmental data sets of entire study areas to generate predictive SOC 
maps is known as predictive mapping of SOC. This process has progressed dramati-
cally due to computational advances made over the past few decades. For instance, 
advances in geographic information systems (GIS), remote sensing, and digital ter-
rain modelings have created tremendous improvement over the way SOC maps have 
been produced. Prediction approaches have varied from statistical approaches of lin-
ear regression to more complex machine learning techniques (MLT) such as random 
forest and artificial neural networks. The research in SOC prediction in terrestrial 
ecosystems is driven by the important role these models will play in better under-
standing and managing the global C cycle. This chapter demonstrates a geographi-
cally weighted regression (GWR) approach to map the SOC pool down to 0.5 m 
depth for the state of Ohio in the United States as a case study. In this approach, a 
varying relationship is considered between the environmental variables and the SOC 
pool over the study area. Topographic attributes, land use map, climate data, normal-
ized difference vegetation index (NDVI), and bedrock geology map were used to 
predict the SOC pool and predicted SOC was validated using independent samples.

13.2  introduction

The pedologic C pool comprises SOC and soil inorganic C (SIC) components. 
Of the two components, the SOC pool is highly reactive and is a strong deter-
minant of numerous ecosystems services. World soils are an important C pool 
(2500 Pg of SOC and SIC pools in 1 m depth), with strong impacts on the global 
C cycle.1,2 Estimates of SOC pool and their spatial variability in terrestrial eco-
systems are essential to better understand the global C cycle, to estimate the soil 
C sink capacity, and to identify effective soil C sequestration strategies. Similarly, 
measurement, monitoring, and verification (MMV) of the amount of C sequestered 
in soil is a critical factor to the development of C trading efforts where farmers 
opting sequestration management practices can be economically rewarded. But the 
amount of C stored in the soil per unit area is highly variable3 as the magnitude 
of SOC pool at a location depends on a range of factors such as soil type, land 
use, annual input of biomass into the soil, topographic features, and climatic condi-
tions. These factors all vary at different locations. Therefore, several approaches 
are needed to develop a reliable estimate of SOC stock at different spatial scales.4–6

Soil sampling to adequately characterize spatial variability of the SOC pool on 
a landscape, watershed, or a regional scale is a major challenge, requiring intensive 
sampling schemes and costly analyses. However, modern computational advances 
have enhanced our capacity in applying geospatial techniques for the study of SOC 
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pool and its dynamics. Digital soil mapping and other innovations can be used to 
predict SOC pools for diverse land uses, and different scales. These techniques can 
also be used in assessing the SOC sequestration rates and total potentials for differ-
ent time intervals, and to produce continuous maps of SOC pool as representation 
of its spatial patterns and associated uncertainty. Likewise, the relationship between 
greenhouse gases (GHGs) emission and SOC content can be developed by using 
spatial analysis. The overall objective of this chapter is to critically review advances 
in the field of SOC prediction and mapping, and demonstrate a GWR approach to 
map the SOC pool for the state of Ohio in the United States as a case study.

Specifically, this chapter describes the importance of estimating SOC pool at 
regional scales (Section 13.3), discusses applicability of different techniques used in 
SOC pool prediction and mapping (Section 13.4), outlines the range of environmen-
tal variables used in prediction of SOC (Section 13.5), identifies research priorities 
in assessing SOC pool studies (Section 13.6), and demonstrates a GWR approach to 
predict the SOC pool for the state of Ohio (Section 13.7).

13.3   imPortancE oF EStimating Soc Pool 
at a rEgional ScalE

The modern civilization has been called a “carbon civilization,”7 because the pro-
duction of modern amenities is derived from cheap and easy access to the energy 
derived from C-based fossil fuels. Therefore, ecological problems of major concern 
to soil science are climate change, water pollution and scarcity, loss of biodiversity, 
food insecurity, and soil degradation and desertification.8 Therefore, soil resources 
must be managed to offset anthropogenic emissions of GHGs, produce lignocellu-
losic feedstock and oil seeds for biofuels as alternative to fossil fuel, improve qual-
ity and quantity of renewable fresh water resources, dispose industrial/nuclear and 
urban wastes, enhance biodiversity, and improve ecosystem services.

The SOC pool is an important indicator of soil quality, and also an important 
determinant of several ecosystem services. For example, increase in SOC pool in 
degraded soils improves soil structure and tilth, reduces soil erosion, increases plant 
available water capacity, stores plant nutrients, provides energy for soil fauna, puri-
fies water, denatures pollutants, increases soil biodiversity, improves crop/biomass 
yields, enhances use efficiency of inputs, and moderates climate. It makes soil a 
living ecosystem. Therefore, credible estimation of SOC pool at regional scale has 
important environmental and economic implications.

13.3.1  oFFsetting emission

Global earth surface temperatures have increased by 0.88°C since the late nineteenth 
century, and 11 out of the 12 warmest years on record have occurred since 1995.9 
Earth’s mean temperature is projected to increase by 1.5°C–5.8°C during the twenty-
first century.20 In conjunction with increase in global temperature, sea level has risen 
by 15–23 cm during the twentieth century,9 shifts in ecosystems have occurred,10 
and frequency and intensity of occurrence of wild fires and extreme events have 
increased.11,12 These changes, indicative of the global climate change, are being 
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attributed to enhanced emission of GHGs through a range of anthropogenic activities 
including land-use conversion, deforestation, biomass burning, draining of wetlands, 
soil cultivation, and fossil fuel combustion. Among the GHGs, the concentration of 
carbon dioxide (CO2) has increased by 31% from 280 ppmv in 1850 to 380 ppmv in 
2005, and is presently increasing at 1.7 ppmv year−1 or 0.46% year−1.9,13 Concentrations 
of methane (CH4) and nitrous oxide (N2O) have also increased steadily over the same 
period. Among the GHGs, CO2 is the most important infrared absorbing, anthropo-
genic gas in the atmosphere and is responsible for 62% of total radiative forcing of 
earth. Therefore, there is a strong interest in stabilizing the atmospheric abundance 
of CO2 and other GHGs to mitigate the risks of global warming.14,15

Removing atmospheric CO2 through plant photosynthesis and storing it in soils is a 
recognized option for offsetting anthropogenic emissions.16,17 In contrast to the engineer-
ing techniques of CO2 capture and storage, soil C sequestration is a win–win strategy. It 
is a natural process in which biomass C is converted to humus and incorporated into SOC 
pool. Progressive increase in SOC pool improves soil quality, sets in motion the land 
restorative processes, and advances food security.18 Therefore, soils can be an important 
sink of atmospheric CO2.19 The C sink capacity of world soils is estimated about 1 Pg C 
year−1, which can annually offset 0.47 ppm of CO2 increase in the atmosphere.20,21

13.3.2  trading carBon credits

Sequestration of atmospheric CO2 as SOC pool is also called “farming C” or 
“growing C,” especially if it can be traded as any other farm commodity (e.g., corn, 
soybean, milk, or meat). Gains in soil C pool with reference to a baseline period 
can be traded through World Bank, Chicago climate exchange (CCX), European 
climate exchange, national and local industry, and the clean development mecha-
nism of the Kyoto Treaty. At present, C is being traded using a cap and trade sys-
tem. In this system, the buyer of C credits are industries that want to offset fossil 
fuel emissions, whereas the sellers are farmers who have accrued C credits from 
the adoption of recommended management practices that can be sold (Figure 13.1).

FigurE 13.1  A corn field under no-till agriculture in Midwest United States.
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Buyers purchase the credits if it is cheaper than it would cost them to alter their 
operation. Currently, C trading is being done on compliance and voluntary basis. 
The countries that have signed Kyoto Protocol such as European Union have com-
pliance market and those who have not signed Kyoto Protocol (e.g., United States) 
have a voluntary system of market. The lower price of C in CCX ($1.95 Mg−1 of CO2 
versus $16.75 Mg−1 of CO2 in Europe), is expected to increase if a cap on industrial 
emissions is enforced. As the C trading market is just developing, there is a vast 
scope for growing soil C as a tradable commodity.22

There are several factors responsible for a slow progress in trading credits of C 
sequestered in soils. The process of making SOC a commodity has been hindered 
primarily because of the lack of a credible methodology for assessing C credits in 
soils and terrestrial ecosystems. Other factors include lack of MMV methodology for 
up scaling the point SOC observations to landscape, watershed, and regional scales 
with reasonable prediction accuracies, evaluating changes in SOC pool in terms of 
Mg ha−1 year−1 with reference to a baseline for specific land unit over a short period 
of 2–5 years, and verifying that the C sequestered is permanent and not emitted back 
into the atmosphere because of changes in land use and management practices.

13.3.3  uPscaLing the soiL Processes at LandscaPe and Watershed scaLes

Usually, the environmental processes leading to global warming, pollution, biodi-
versity loss, and elemental cycling occur over large spatial scales. However, the soil 
data characterizing ecological research are typically collected over a point or plot 
scales. Thus, reconciling this mismatch in scales is the most formidable challenge 
to environmental scientists.23 Therefore, upscaling or extrapolation of information 
from smaller to larger scales is essential.24,25

Techniques of spatial extrapolation used in SOC mapping can be divided into two 
general categories. The “measure and multiply approach” (MMA) is the most promi-
nent method of producing coarse predictions of SOC storage at regional to global 
scales.26 In MMA, the study area is stratified into different strata using expert knowl-
edge of researcher and the point measurements of SOC within each stratum are mul-
tiplied with the aerial extent of that stratum. The MMA has been used to estimate 
SOC pool at a global,27,28 national,29,30 state,31,32 and regional33,34 scales. Estimates 
of SOC pool obtained from the MMA do not account for the spatial variability 
caused by soil heterogeneity within each stratum. Furthermore, errors associated 
with assigning the mean SOC concentration from a small number of samples to a 
mapping area can be an important source of discrepancy.35

An alternative to MMA is the “soil landscape modeling” (SLM) techniques. In the 
SLM techniques, the variability of soils is analyzed with respect to changes in envi-
ronmental variables known to influence variation in soil property (e.g., topography, 
land use, or climatic factors). The data of multiple environmental factors are used as 
input variables to calibrate the models. These models are then used to make predic-
tions over the entire study area.36,37 A limited number of observations of the depen-
dent variables are used to develop a model (equation), which is then applied to predict 
the dependent variable for the entire area. The estimates of the SOC pool obtained 
from the SLM techniques have lower estimation errors than those from the MMA 
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as these techniques take into account changes in environmental variables.38 In the 
SLM, however, the relationship between the environmental variables and SOC pool 
is assumed to be constant over the study area. As a result, the SLM technique gener-
ally shows the global trends of SOC pool in the study area. Therefore, the estimation 
errors are expected to increase in large-scale studies (watersheds, regional) because 
these models do not account for the varying relationships between the environmental 
variables and the SOC pool over the space.

13.4  aPProacHES oF PrEdicting Soc Pool

Efforts are being made to map the SOC pool using a variety of techniques. Table 
13.1 summarizes a range of predictive mapping efforts for SOC pool in a chrono-
logical order, and it describes prediction techniques, lists independent variables 
used, and explains the scale at which the SOC pool was estimated. Considerable 
progress has been made in obtaining more quantitative estimates of SOC pool using 
techniques ranging from linear regression to MLT. However, the studies using more 
quantitative techniques (e.g., SLM and geostatistics) have mostly been used on 
small areas in comparison to MMA. Such selectivity is primarily due to sparse 
availability of data of SOC concentration and lack of information about environ-
mental variables. Thus, the following discussion focuses on the methods used in 
predictive SOC mapping.

13.4.1  statisticaL methods

In statistical methods, correlation between SOC concentration and environmental 
variables is used for prediction purpose.39 The environmental variables that are 
expected to affect soil forming process are used as model predictors in generating 
the SLMs. The statistical model is mathematically represented as

 SOC = f Ei( )  (13.1)

where
SOC is soil organic carbon pool
f is some empirical function linking observed SOC with environmental variables
Ei are the environmental variables ranging from 1 to i

The model can be used to extend the SOC predictions from the existing point 
data set to the entire region, if these environmental variables are exhaustively 
available throughout the study area. The success of this approach depends on the 
strength of the relationship between the SOC and environmental variables for 
which the data are available. The model will also be strong and the associated pre-
diction errors less where these relationships are strong. Moreover, the benefit lies 
on these environmental variables being less costly to obtain than commissioning 
the collection of soil profile data and using some surface interpolation or smooth-
ing procedure.40
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taBlE 13.1
Summary of Previous Studies Showing Predictive Soc Stock mapping, 
describing Prediction techniques, Predictive Factors used, and the Scale 
of Study

Prediction techniques Predictive Factors
Study area 

(km2) location Studies

Clustering and regression Terrain attributes 500 USA 101

Regression and kriging Terrain attributes, 
geographical coordinates

0.26 USA 102

Linear regression Terrain attributes 0.054 USA 64

Linear regression Soil property, terrain 
attributes, climate

France 103

Bayesian methods Terrain attributes 0.054 USA 104

Bayesian rule Terrain attributes 260 Australia 105

Regression tree Terrain attributes, climate, 
vegetation

500 Australia 39

Linear regression Soil property, vegetation, 
terrain attributes

USA 67

Linear regression Reflectance 1.15 USA 70

Linear regression Terrain attributes 0.02 France 106

Landform segmentation Terrain attributes Canada 107

Linear regression Terrain attributes Various Canada 108

Linear regression Climate, vegetation, terrain 
attributes

56,000 Croatia 109

Linear regression Terrain attributes Costa Rica 110

Kriging, co-kriging, kriging 
with external drift

Terrain attributes 0.13 USA 50

Regression kriging Terrain attributes 56,000 Croatia 48

Regression tree Terrain attributes, soil, 
vegetation

USA 111

Regression tree Terrain attributes, climate, 
reflectance

Australia 40

Regression/kriging/fuzzy 
logic

Reflectance 0.52/0.31 USA 76

Linear regression Terrain attributes 15 USA 38

Linear regression, ordinary 
kriging, regression kriging

Terrain attributes 0.40 Spain 51

Depth distribution function 
Artificial neural network

Reflectance, terrain 
attributes

1,500 Australia 3

Kriging, co-kriging, 
regression kriging

Soil series, reflectance, 
terrain attributes

0.65 USA 49

Linear regression Terrain attributes Various USA 112

Kriging 1,039 China 113

(continued)
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Multiple linear regression (MLR) is the most widely used among various sta-
tistical techniques in SOC prediction literatures (Table 13.1). The MLR model is 
written as

 C X e= +β  (13.2)

where
C is vector of response (predicted SOC)
X is matrix of environmental variables
β is vector of parameters
e is associated error of prediction (deviations of the model to the observed value)

The parameter is usually solved using ordinary least squares with assumptions that 
the error is independently distributed, having zero mean and finite variance, and is 
normally distributed. The discrete variables such as land use or bedrock geology can 
be included into MLR by coding the K factors into K − 1 variables.

The preference for multiple regression techniques stems from their simplicity, 
ease of use, computational efficiency, and straightforward interpretation.41 Gomez 
et al.42 used partial least square (PLS) regression to predict SOC from reflectance. 
In PLS, a new set of components as regressor variables are developed, which are 
linear combinations of the original variables. Unlike principal component regres-
sion, which only used the combination of the predictors, the components of PLS are 
determined by both the response variables and the predictor variables. Apart from 
these statistical techniques, clustering, landform segmentation, and Bayesian statisti-
cal techniques are also employed in SOC prediction. However, these techniques have 

taBlE 13.1 (continued)
Summary of Previous Studies Showing Predictive Soc Stock mapping, 
describing Prediction techniques, Predictive Factors used, and the Scale 
of Study

Prediction techniques Predictive Factors
Study area 

(km2) location Studies

Principal component 
regression

Reflectance, terrain 
attributes

0.5 USA 114

Kriging, stratification Reflectance 10.25 Italy 115

Kriging Terrain attributes 933 China 116

Random forest Terrain attributes, geology, 
soil, landuse history

15 Panama 57

PLS regression Reflectance Australia 42

Regression kriging Terrain attributes, parent 
material, climate, land 
cover

13,500 Kenya 117

Depth distribution function, 
ordinary kriging

94,319 USA 118
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been used in smaller landscapes36,43 in comparison to the MMA. A major drawback 
of these statistical approaches is that these methods do not account for the spatial 
position where the information of SOC was obtained. Furthermore, these methods 
do not account for the spatial dependence between the observations, which is rather 
a rule than exception for the environmental data sets.

13.4.2  geostatisticaL methods

Geostatistical methods are used in SOC mapping in presence of spatial autocorrela-
tion in the data obtained. The presence of spatial autocorrelation can be assessed by 
using Moran’s index44 or by modeling a variogram. These methods show the spatial 
variability in SOC, which is important for various environmental applications as 
shown in the following equation:

 SOC SOC( , ) ( ( , ))x y f x u y v= + +  (13.3)

where
SOC(x, y) is the unmeasured SOC at some location (x, y)
SOC(x + u, y + v) is the observed SOC at some locations apart by u and v magnitude 

(x + u, y + v)

Geostatistics have been used in soil mapping research to spatially interpolate 
the SOC values at unmeasured locations from field collected data. Burgess and 
Webster 45,46 introduced ordinary kriging to the soil science community. Along 
with the maps of SOC, geostatistical techniques are also used to produce maps 
of prediction errors, which show the variation in accuracy of predictions over the 
study area. This property gives geostatistical methods a unique importance in SOC 
mapping, as the map of errors is not produced when other techniques are used.

Several hybrid methods have been developed from the combination of geostatis-
tics and environmental correlation, where the observations or the residuals of the 
regression are interpolated using co-kriging47 or regression kriging.48 Simbahan et al.49 
mapped SOC pool at a farm scale (49–65 ha) based on multivariate secondary data 
using a variety of kriging algorithms. They reported that regression kriging outper-
formed other techniques and stressed that environmental variables should be used 
to predict SOC pool at larger spatial scales. Mueller and Pierce50 compared ordinary 
kriging, kriging with trend model, co-kriging, and kriging with external drift to map 
SOC pool at 12.5 ha field. They reported that those techniques that used secondary 
terrain information produced maps of higher quality and suggested the use of terrain 
attributes in SOC mapping. Lopez-Granados et al.51 reported from a 40 ha field study 
that even when a moderately correlated secondary attribute is available, methods that 
incorporate it to map the SOC performed better than the approaches that only use 
the spatial component of SOC. These studies support the conclusion that within 
geostatistics, soil forming factors in terms of ancillary environmental predictors 
should be used to estimate the spatial distribution of SOC pool using hybrid prediction 
techniques (e.g., regression kriging).
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13.4.3  machine Learning methods

Data mining and MLT are ideally suitable for the analysis of complex ecological 
data, which requires flexible and robust analytical methods to deal with nonlinear 
relationships, high-order interactions, and missing values.52 Various data mining and 
MLT such as artificial neural networks3,53 and classification and regression trees39,40,54 
are being used in SOC mapping. These techniques are suitable for the analysis of 
complex ecological data, which requires flexible and robust analytical methods to 
deal with nonlinear relationships, high-order interactions, and missing values.52 Other 
potential MLT such as bagging55 and boosting56 can be applied for SOC predictions 
in order to enhance prediction accuracy. Grimm et al.57 reported that random for-
est, a new method of data mining, has several advantages over other modeling tech-
niques. This technique can model high-dimensional nonlinear relationships, handle 
categorical and continuous predictors, resistant to over fitting, has relative robustness 
with respect to noise features, implements unbiased measure of error rate, implements 
measures of variable importance, and has only few user-defined parameters.

13.4.4  summary oF aPProaches

Among different techniques, linear regression approaches between SOC and envi-
ronmental variables have been most extensively used in SOC prediction (about 50% 
of cited studies in this chapter). This is mainly due to its simplicity in application and 
ease of interpretation. After regression techniques, geostatistical and hybrid geosta-
tistical techniques incorporating environmental variables into kriging system are 
being used. Apart from regression and geostatistical techniques, clustering, land-
form segmentation, and Bayesian modeling have also been used. Recently, MLT are 
being used that cover larger spatial scales and use a range of environmental variables 
that have not been included in prior SOC studies.

13.5  EnvironmEntal variaBlES uSEd For PrEdiction

The soil factor equation developed by Jenny58 is the basis for quantitative prediction 
of soil properties using environmental variables, and has wide acceptance amongst 
the soil science community. Jenny described soil as a function of climate, organisms, 
topographic relief, parent material, and time. Hudson59 stated that Jenny’s soil factor 
equation is a general statement implying that soils are natural bodies that are distrib-
uted in a predictable way in response to a systematic interaction of environmental 
factors. The SOC prediction studies have used Jenny-like approach using “scorpan” 
factors60 to predict the SOC pool at various spatial scales. These factors include soil 
properties, and spatial coordinates of a location in addition to Jenny’s soil forma-
tion factors. These environmental data sets form the basis for the extrapolation of 
observed SOC concentration at sampling site to entire study area.

13.5.1  toPograPhic attriButes

Topography is a dominant control on the earth surface processes. It directly 
moderates the flow of water over and through the earth’s surface, moderating 
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soil wetness and soil erosion potential and thereby influencing soil properties.61 
Topographic attributes are the important factors controlling soil formation and 
most extensively used environmental variable in the predictive mapping of SOC 
concentration and pool (Table 13.1). Hall and Olson62 reported that landscapes 
have a strong nonrandom variability component, which makes landscapes pre-
dictable, and, since soils are strongly related to landscapes, they should also be 
predictable. Therefore, the spatial distributions of terrain attributes are useful 
in capturing the variability of soil properties. Terrain analysis is more useful in 
environments where topographic shape is strongly related to the processes driv-
ing soil formation,63 for instance, areas where there is considerable relief. Several 
studies are based on using terrain attributes derived from digital elevation data as 
predictive factors in SLM techniques.38,64–67 McKenzie et al.63 focused on the role 
of terrain analysis in soil mapping. The studies in Table 13.1 show that terrain 
attributes were used as predictors of SOC in almost all of the predictive SOC map-
ping efforts. The terrain attributes are generally derived from the digital eleva-
tion models (DEMs). Various primary (slope, aspect, curvatures, upslope area, 
etc.) and secondary terrain attributes (compound topographic index, sediment 
transport index, terrain characterization index, etc.) are used in SOC mapping. 
McBratney et al.60 suggested upslope contributing area to be an important factor 
for regional-scale studies as it shows the area above a certain length of contour 
that contributes flow across the contour.

13.5.2  remote sensing data

Remote sensing data (RSD) are a potentially important component of predictive 
mapping of SOC, as they provide quantitative measure of surface reflectance in a 
spatial context, which is related to soil properties.68 Both physical (e.g., particle size 
and surface roughness) and chemical factors (e.g., surface mineralogy, soil organic 
matter or SOM content and moisture) control soil spectral reflectance.69 In remote 
sensing, spectral signatures of materials are defined by their reflectance or absor-
bance as a function of wavelength in the electromagnetic spectrum. The relationship 
between the SOM and remotely sensed measurement has been an area of consider-
able research.70

Some studies have shown a negative correlation between surface total C and 
reflectance in the visible and near infrared range.71,72 This is because increasing 
C has darkening effect, consequently reducing the amount of energy reflected. 
Furthermore, increasing soil moisture content is often associated with increas-
ing total C and that tends to depress surface reflectance. It has been reported that 
the relationship between SOC and reflectance is poor if soil samples are collected 
from large geographic areas of different landscapes such as soil samples from an 
entire state.72,73 Most research to date has been focused on the use of image inten-
sity to derive soil properties. Chen et al.70 utilized image intensity in three bands 
(red, green, and blue) to develop a logarithmic linear relationship for SOC. Strongest 
correlation between SOC and reflectance is often found in visible spectral region. 
Recent research indicates that red and near infrared reflectance or image intensity 
can be used in deriving soil properties from remotely sensed images and guiding soil 
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sampling.74 More research is needed to quantify the changes in SOC from changes in 
land management activities.75 Geostatistical analyses that integrate high-resolution 
RSD with measured surface properties may improve our ability to resolve finer dif-
ferences among surface soil properties.76

There are many obvious factors that can affect the spectral signal. For instance, 
some of the soil properties are subject to variation both in time and in space such as 
the degree of soil crusting can be affected as a result of raindrop impact, soil tex-
ture, soil moisture regime, roughness, and vegetation canopy or crop residue cover. 
These factors induce changes in soil reflectance that approach or exceed the spectral 
response of SOM.77 In addition, the soil properties estimation can also be subject to 
degradations due to radiometric and atmospheric effects, spectral and spatial resolu-
tions.78 Because of the confounding effect of the previously mentioned factors, it has 
been difficult to establish a strong relationship between SOC concentrations and data 
from airborne-hyperspectral sensors.79–81

13.5.3  Land cover/Land use data

Soil can be source or sink of atmospheric C depending on the land use.82,83 Therefore, 
land cover/land use data also provide information regarding the anthropogenic influ-
ence on the SOC pool. Several studies have indicated the importance of land use 
on the SOC dynamics. Forest land has higher SOC pool than agricultural land.84,85 
Similarly, in a study for the conterminous United States, Guo et al.86 observed that 
the forest land cover contained the highest SOC pool, followed by agricultural land 
use, wetlands, grass and pasture land uses. Tan et al.32 reported that the SOC pools 
are confounded by preferential selection of land for different land uses and con-
cluded that human influence on the land use also plays an important role in the SOC 
pool and its dynamics. However, the SOC prediction/mapping literatures shows lim-
ited use of land cover/use data mainly because of the poor availability of land cover 
information at desired scales.

13.5.4  cLimatic data

Climatic data sets are important predictors of SOC pool. Mean annual rainfall 
and mean annual temperature data are extensively used in SOC predictions. Apart 
from these, radiation, mean moisture index, and isothermality have also been used. 
Mishra et al.87 used remote-sensing-based evapotranspiration map in SOC prediction 
in a plot-scale study. Apart from these, measures of solar radiation and soil moisture 
content can also be used in SOC pool predictions.

13.5.5  summary oF data sources and tyPes

The environmental data sources for SOC prediction in the literature mainly involve 
using Jenny’s state factors and McBratney’s “scorpan” factors. There is a scarcity of 
availability of these data sets in many parts of the world. However, SOC predictions 
using a variety of above-mentioned modeling techniques can be done for locations 
for which these data are available.
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13.6  rESEarcH PrioritiES

Soil sampling for regional studies is time and cost-intensive. Extensive data sets of 
environmental parameters are increasingly becoming available due to technological 
improvements in data collection techniques.3 Such data are likely to support envi-
ronmental studies where sampling to record the variable of interest is constrained 
by the time and cost factors. Therefore, future efforts must focus on modeling the 
relationship between SOC pool and readily available environmental variables and 
utilize the relationship for regional-scale SOC pool predictions. Several studies have 
indicated the need of further research on measurement and projections of soil C 
dynamics to advance the science of C sequestration and its application on large spa-
tial scales.88 Likewise, developed and improved methodologies are needed to quan-
tify the changes in SOC pool at multiple scales and to make regional-, national-, and 
global-scale projections.89 In this scenario, remote sensing and GIS permit more 
accurate descriptions of spatial patterns and suggest direction for future research.90 
These efforts can also facilitate the trading of C credits.

Most of the environmental data sets including SOC concentration show the prop-
erty of nonlinearity and nonstationarity, which prohibit the use of normal spatial 
statistical techniques. Heuvelink and Webster91 suggested that the future modeling 
efforts must address these problems. Similarly, SOC pool is dynamic in nature, and 
exhibits both spatial and temporal variability. Goovaerts47 suggested further efforts 
should be devoted toward modeling of the space/time variability. McBratney et al.60 
also identified several knowledge gaps for further research in digital soil mapping. 
They suggested additional research to identify other environmental covariates for 
mapping the SOC pool in different environmental settings, to design sampling meth-
ods for creating dynamic digital soil maps for SOC pools, and to assess the uncer-
tainty and cost involved in preparing maps.

Thorough understanding of the sources and sinks of C in terrestrial ecosys-
tems is also required. Bell et al.67 emphasized the need for better understand-
ing of mechanisms responsible for C sequestration at landscape scales. Likewise, 
agronomic and societal values of soil C in relation to ecosystem services must 
be assessed so that land managers practicing soil C sequestration could be ade-
quately compensated. Similarly, C sink capacity of soils to specific depth for dif-
ferent ecosystems needs to be predicted for designing efficient C sequestration 
and trading programs.

13.7  caSE Study: PrEdicting Soc at a rEgional ScalE

In the case study described in this chapter, we used a GWR approach to predict and 
map the SOC pool at a scale of a state (Ohio). The GWR approach considers varying 
relationships between the SOC pool (dependent variable) and its predictors (environ-
mental variables) within the study area; as a result, it gives different weight to different 
environmental variables at different locations. Thus, the SOC pool estimates obtained 
are supposed to have lower global prediction errors in comparison to other approaches 
(e.g., MMA and global regression methods) in large-scale studies. The spatial dis-
tribution of SOC pool is mapped at 30 m spatial resolution using the environmental 
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variables such as topographic attributes (elevation and slope), climatic factors (tem-
perature and precipitation), land use, bedrock geology layers, and NDVI.

13.7.1  study area and soiL dataBase

This study area comprised the entire state of Ohio in the United States, representing 
a land area of 106,055 km2. The distribution of SOC stocks was assessed down to 
0.5 m depth. Regional physiography, geological characteristics, and parent materials 
of Ohio have been described by Calhoun et al.92 The soils are under udic or an aquic 
moisture regime and a mesic temperature regime.

A total of 370 georeferenced soil profile data was extracted from the United States 
Department of Agriculture (USDA), Natural Resources Conservation Service data-
base,93 and Ohio soil survey characterization database.94 All pedons are classified 
as alfisols, entisols, inceptisols, mollisols, ultisols, and histosols. The whole data set 
(n = 370) was then divided into calibration (n = 314) and validation data sets (n = 58). 
Figure 13.2 shows the spatial distribution of calibration and validation sites of SOC 
profiles over the study area.

13.7.2  environmentaL variaBLes

A DEM of the study area, with 30 m spatial resolution, was obtained from the U.S. 
geologic survey database.95 Primary terrain attributes elevation (m) and slope gradi-
ent (degree) were calculated using spatial analyst function of ArcGIS 9.2 (ESRI, Inc., 

±

120 km60300 Calibration points
Validation points
State of Ohio

FigurE 13.2  Distribution of calibration (n = 314) and validation (n = 56) sample points 
across the state of Ohio and the location of study site within the United States.
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Redlands, CA). The elevation ranged from 133 to 470 m in the study area, with 
low-elevation areas residing in the northwestern corner (133 m) and higher-elevation 
areas in the eastern part of Ohio (470 m). The average slope gradient that covered a 
majority of study area is <5°. The most sloping areas are located in the southeast part 
of the state (up to 59°).

Land cover data of similar spatial resolution (30 m) were extracted for the study 
area from the USGS database. The land cover map showed 15 different land covers 
across the study area, which for the purposes of this study were reclassified into 
6 major land covers. This resulted in the deciduous, evergreen, and mixed forests 
being classified as a forest category, pasture and crop land were recategorized 
as cultivated land, shrub and grasslands were kept into one category, and woody 
and herbaceous wetlands were categorized into one wetland category. The largest 
land area was classified under cultivated (50.3), followed by forest (31.3%), devel-
oped (14.1%), shrub and grasslands (2%), wetland (1%), and barren lands (0.12%), 
respectively.

The climate data, such as the long-term (1971–2000) mean annual air temperature 
(MAAT) and mean annual precipitation (MAP), were obtained from the database 
of spatial climate analysis service at Oregon State University.96 MAAT and MAP 
were produced by the parameter-elevation regression on independent slopes model 
with the data. Lower temperatures (8.3°C) are generally observed in northern part of 
study area and higher temperatures (12.7°C) in the southern region. In general, the 
northern portion of study area receives lower precipitation (787 mm) than the south 
and eastern parts (1193 mm).

Bedrock geology data of 30 m spatial resolution covering the study area was 
provided by the Ohio Department of Natural Resources, Division of Geological 
Survey. The geology data showed 13 types of bed rocks in the study area. The larg-
est area is under Mississippian series (19.5%), followed by Upper Silurian (15.3%), 
and Middle Silurian (11.1%), respectively. Remaining 10 types of bed rocks covered 
54% of land area.

The NDVI (06-26-2001 to 07-11-2001) data of 250 m spatial resolution, derived 
from moderate-resolution imaging spectroradiometer bands 1 (red) and 2 (near 
infrared), was collected from the global land cover facility.97 In this product, the 
NDVI values have been scaled using the formula (NDVI * 200) + 50, which yields 
values from 0 to 250. The lower values suggest low vegetation and higher values 
indicate higher vegetation. The climate data, bedrock geology, and NDVI values were 
resampled at 30 m spatial resolution and used in this study.

13.7.3  data modeLing and soc PooL estimation

Soil bulk density (ρb) values were available only for 26% of the pedons in the data set. 
Values of ρb for the remaining pedons were predicted from soil texture, SOC concen-
tration, and depth of the horizons by using the pedotransfer function developed by 
Calhoun et al.92 (R2 = 0.56). This model gave unrealistic predictions for the horizons 
with high SOC concentrations. Therefore, the pedotransfer function developed by 
Adams98 was used for horizons with a SOC concentration >6%.
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The SOC pool was estimated in each profile by summing the C stock of each 
horizon from the surface to the depth of 0.5 m using the following equation:

 

C C Ds m b

j

n

=
=

∑( )ρ
1  

(13.4)

where
Cs is the carbon stock (kg m−2)
j is the soil horizon number (e.g., 1, 2, 3, …, n)
Cm is the carbon concentration on mass basis (kg kg−1)
ρb is the soil bulk density corrected for rock fragments (kg m−3)
D is the thickness of each horizon (m)

13.7.4  gWr aPProach

GWR was used to interpolate the SOC pool values from point observations to entire 
study area. It provides a method for the local analysis of relationships into the regres-
sion framework in multivariate environment. In this approach, a search region is 
described around a regression point and the data points within the region are used 
to calibrate a model. Here, each data point is inversely weighted by its distance from the 
regression point; as a result, the points closer to regression point get more weight 
than the points farther away. Therefore, GWR is sensitive to the bandwidth of the 
particular weighting function chosen. In regional studies, availability of data sets 
is not uniform. To reduce the smoothness problem incase of sparse data sets, the 
bandwidths can be made to adapt themselves in size to variations in density of data. 
Equation 13.5 describes the GWR procedure used in our data set:

 
ˆ ( , ) ( , ) ( , ) ( , )C u v u v X u v X u v Xi i i i i i i i i k i i ik i= + + + + +β β β β ε0 1 1 2 2 �  (13.5)

where
Ĉi is predicted SOC stock at location i
β0(ui, vi) is intercept at location I
(ui, vi) is coordinates of the ith point in space
β1 to βk are regression coefficients
Xi1 to Xik are environmental variables at location I
εi is associated error with the estimation

The details of GWR procedure are provided by Fotheringham et al.99

13.7.5  resuLts and discussion

The data in Table 13.2 show the descriptive statistics of SOC pool of both the cali-
bration and validation sites. The SOC pool shows a higher variability at both sites 
(50%), due to heterogeneity of soil types and environmental variables of the study 
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area. The SOC pool ranges from 2.86 to 88.25 kg m−2 with an average content of 
9.75 kg m−2 in the calibration sites. The range and mean values of SOC pool at valida-
tion sites also show a similar trend. The skewness values for SOC pool at calibration 
sites were more than 1 (positive skewness); therefore, it was transformed to common 
logarithms before model fitting.

Figure 13.3 shows the spatial distribution of SOC pool predicted using GWR 
approach. Higher SOC pools are located toward the north or northwest part of Ohio. 

taBlE 13.2
Summary Statistics of Soc Pool data calibration and validation Sites

Parameters calibration Sites (n = 314) validation Sites (n = 56)

Minimum (kg m−2) 2.86 2.04

Maximum (kg m−2) 48.25 32.08

Average (kg m−2) 9.75 9.5

Median (kg m−2) 8.57 8.38

Standard deviation (kg m−2) 4.88 4.79

Coefficient of variability (%) 50 50.4

0 60 120 km30

±

SOC (kg m–2) 
2.31–8.08
8.09–9.28
9.29–10.71
10.72–12.42
12.43–16.88

FigurE 13.3  Predicted SOC pool (0–0.5 m) using GWR approach for the state of Ohio.
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These areas are associated with landscapes of lower 
slope (<5° slope gradient) and soils formed under 
cooler temperatures (8°C). Meanwhile, the eastern and 
southern parts of state have low SOC pools, which are 
associated with more sloping landscapes (>12° slope 
gradient) and warmer temperatures (10°C–12°C).

No general relationship was observed between land 
use and SOC pool, which may be due to the preferen-
tial selection of soils for arable land use by farmers, 
as reported by Tan et al.32 In general, cropland soils 
had higher SOC pool than forests soils, which does not 
necessarily mean that croplands have a higher SOC 
sequestration potential than forests. This difference is 

most likely due to the selection of land with high SOC pool as arable land, leaving 
the marginal lands for forests. That the forested sites possessed slopes >10°, further 
suggested these sites were on more marginal soils. These sites are characterized by 
well-drained soils, which would favor lower SOC pool.

The global predictive quality of the SOC estimates was evaluated by using an 
independent validation data set. For this purpose, different validation indices, 
such as r between the observed and predicted SOC values, the mean estimation 
error (MEE), and the root mean square error (RMSE) were calculated. The MEE 
and RMSE values should approach zero for an optimal prediction. The data in 
Table 13.3 show that the MEE is close to zero (−0.51 kg m−2), which shows the 
lack of bias of the prediction method. Similarly, RMSE represents the average 
error of prediction. In GWR approach, RMSE value is 3.36 kg m−2, which is less 
than the standard deviation of the observed samples (4.88 kg m−2). This suggests 
that by using the information of environmental variables, a better estimation of 
SOC pools can be made than by using the average value of the observations as 
a prediction.

The variability of SOC pool obtained from this study was compared with the 
results obtained by Tan et al.,32 who used MMA to describe the variability of SOC 
pool for the state of Ohio. Tan and colleagues stratified the study area into eight dif-
ferent major land resource areas (MLRAs) and used the average SOC pools of each 
MLRA to describe the SOC pool for the entire state. The overall trend of SOC pool 
distribution is similar in both results as both maps showed similar areas of higher 
and lower SOC pools. However, GWR approach captured better range of SOC pool 
(2.3–16.8 kg m−2) than the MMA (8–12 kg m−2). This is because GWR approach uses 
the variation in environmental variables, which is not used by MMA. No validation 
measures were provided for the SOC pools estimated by Tan et al.32.

13.7.6   steP-By-steP Procedure to generate soc maP

GWR3 software for GWR100 was used in this study to generate the model coeffi-
cient values that vary over the space. These model coefficients were then used in 
raster calculator of ArcGIS (ESRI, Inc., Redlands, CA) to generate final SOC pool 
map. The data file for GWR is an ASCII file that uses the file type of.dat or. csv. 

taBlE 13.3
validation indices 
(n = 56) of Soc Pool 
(0–50 cm) Predicted 
using gwr approach

indices values

R 0.44

MEE (kg m−2) −0.51

RMSE (kg m−2) 3.36
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The first row of the data file is a comma separated list of the names of the vari-
ables. The variable names should not contain spaces and no more than eight char-
acters in length.

 1. As the program starts, a window will pop up asking to select a task to per-
form. Select Create a new model and click Go.

 2. Specify the data file from the location where data is located and select 
Open to proceed (GIS Chapter 13 data).

 3. Determine the type of GWR model that needs to be fitted. We selected a 
Gaussian model and then click Go.

 4. Name the file into which the results will be written, Parameter diagnostic 
file. Appropriate file type should be specified for this file (.csv) and then 
click Continue.

 5. The Calibration location file is kept blank as the model was fitted at the 
data points.

 6. In Model editor window, the GWR model parameters such as dependent 
and independent variables, location variables (two variables represent-
ing the coordinates of the data points), kernel type, and kernel bandwidth 
(adaptive or fixed) are specified.

 7. The model has to be saved before it is run by clicking on Save model. Type 
the name of file on File name box and then click Save.

 8. Click on the Run button in the Model Editor Window and this brings the Run 
window in which a name must be specified for the Model listing file (.txt).

 9. Once the program is run, the user is asked whether the output listing file 
(.txt) is to be viewed, and appears in a separate window, which can be saved.

 10. The model coefficients of each variable were converted into shape file 
(point) in ArcGIS.

 11. Separate maps of the model coefficients were prepared using ordinary krig-
ing function of spatial analyst in ArcGIS.

 12. The maps of environmental variables and model coefficients were used in a 
raster calculator to generate the predicted SOC map using GWR.

13.8  concluSionS

Quantifying SOC pool at a particular location and time is essential to improve our 
understanding of environmental processes and related issues. Most of the predictive 
SOC mapping research outlined in this chapter has been conducted over small areas 
and for shallow depths (<0.5 m), primarily to assess the spatial variability of SOC 
within individual fields or across soil toposequences. The primary driving force 
behind this type of research has been the need to provide accurate soil information 
for agricultural and ecological applications. These mapping efforts are successful 
at the filed scale as many of the soil forming factors (climate, parent material, time, 
and organism) are considered constant. However, additional research must focus on 
predicting SOC pool at watershed and regional scales to better understand the SOC 
sequestration dynamics. Such predictions of SOC pool can also facilitate trading of 
C credits.
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Among various prediction approaches, statistical methods use environmental 
correlation between predictors and SOC pool. Geostatistical methods use spatial 
autocorrelation between data points and also incorporate the environmental vari-
ables in prediction of SOC pool. Considering the technological advancements in 
data collection methods and computation efficiency, machine learning techniques 
seem to be more promising in SOC pool prediction at larger spatial scales. However, 
SOC pools vary spatially and temporally and their distribution is scale dependent. 
Therefore, different approaches of predictions and predictors usually perform better 
at different scales and it is unlikely that a single model can be developed and appli-
cable at all soil and landscape units.

Previous SOC studies have shown that the terrain attributes are powerful pre-
dictors of SOC pool. A variety of terrain attributes can be derived from the DEMs 
that are available at a range of scales and resolutions. Thus, several options exist 
depending on the specific study objectives. However, these attributes are often not 
powerful predictors in flat landscapes where soils do not develop in well-defined 
toposequences. For instance, surface reflectance may be better predictor of SOC in 
desert landscapes where the soil is bare. Likewise, surface geology information may 
perform better where the soil depth is shallow.

This chapter demonstrated the use of GWR approach to map the SOC pool down 
to 0.5 m depth for the state of Ohio in the United States. Spatial variation of SOC 
pool was predicted at 30 m spatial resolution using topographic attributes, climate 
data, landuse map, bedrock geology, and NDVI map. In this approach, varying rela-
tionship was considered between the environmental variables and the SOC pool over 
the study area; as a result, better range of SOC pool variability was captured in 
comparison to MMA.
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14 Tillage	and	Crop	
Residue	Effects	on	
Soil	Carbon	Turnover	
Using	the	Michaelis–
Menten	Approach

Mahdi Al-Kaisi

14.1  ExEcutivE Summary

One of the first steps in maximizing nutrient energy efficiency is maintaining 
soil organic carbon (SOC). Tillage and cropping systems play significant role 
in affecting soil carbon dynamics and carbon dioxide (CO2) flux. The evalua-
tion of various tillage systems can help determine the effectiveness of conserva-
tion practices in sustaining soil productivity and enhancing environment quality. 
Soil C storage and CO2 emission respond to conservation tillage differently from 
conventional tillage because of their differential effects on soil properties. The 
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purpose of this study was to determine the impact of tillage on soil C storage 
and CO2 emission in Clarion–Nicollet–Webster soil association in a corn [Zea 
mays L.]–soybean [Glycine max (L.) Merr.] rotation in Iowa. Soil CO2 emission 
was lower for less intensive tillage treatments compared with moldboard plow, 
with the greatest differences occurring immediately after tillage operations. 
Cumulative soil CO2 emission was 19%–41% lower for less intensive tillage 
treatments than moldboard plow, and it was 24% less for no-tillage with residue 
than without residue during the 480 h measurement period. Findings suggest that 
adopting less intensive tillage such as no-tillage and strip-tillage, and better crop 
residue cover are effective in reducing CO2 emission and thus improving soil 
C sequestration in a corn–soybean rotation. This case study demonstrates how 
mineralizable carbon and turnover can be calculated using the Lineweaver–Burk 
transformation of the Michaelis–Menten equation.

14.2  introduction

The impact of soil carbon on soil gas emission, water retention, nutrient cycling, 
and plant growth makes the maintenance of soil carbon a crucial component in pro-
tecting the environment.1–5 Increased atmospheric carbon dioxide (CO2) has been 
considered a major contributor to global warming. Carbon loss from soil to the atmo-
sphere as CO2 or other gases has been enhanced due to inappropriate tillage prac-
tices.6 However, soil can function as a net sink for sequestering atmospheric CO2 
through appropriate soil and crop management.7,8

From a long-term (≥10 years) perspective, soil can be managed to increase total 
soil organic C (TC) storage by implementing conservation tillage practices and 
annual cropping systems.9–11 However, short-term (≤10 years) tillage effects on soil 
C dynamics are complex and often variable. Franzluebbers and Arshad12 reported 
that there may be little to no increase in SOC in the first 2–5 years after changing 
to conservation management, but a large increase in TC occurred in the next 5–10 
years. In addition, Duiker and Lal13 found that there was a linearly positive response 
of SOC to residue application rate regardless of tillage system after 7 years.

Carbon dioxide is produced in the soil through the metabolism of plant roots, 
microflora, and fauna and, to a small extent, by chemical oxidation of carbon-bearing 
materials.14 The rate of soil CO2 emission is normally controlled by several factors, 
such as CO2 concentration gradient between the soil and the atmosphere, soil tem-
perature, soil moisture, pore size, and wind speed.15 In addition, soil CO2 emission is 
affected by agricultural practices such as tillage and residue management and varies 
with climatic conditions.16–19 The measurement of soil CO2 emission could provide 
a more sensitive indication of soil C sequestration than low-resolution data such as 
total or organic C values.20,21

Tillage accelerates soil CO2 emission by improving soil aeration, increasing soil 
and crop residue contact, enhancing plant nutrient availability,22,23 and increasing 
exposure of SOC in inter- and intra-aggregate zones to microbes for rapid oxida-
tion.24–26 The magnitude of CO2 loss from the soil due to tillage practices is highly 
related to the frequency and intensity of soil disturbance caused by tillage. Although 
tillage effects on soil CO2 emission are complex and often varied,27,28 conservation 
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tillage is regarded as one of the most effective agricultural practices for reducing soil 
CO2 emission to the atmosphere from agricultural soils.24,29,30

Conservation tillage systems such as no-tillage, strip-tillage, and chisel plow 
are increasingly being used for crop production in the Midwest during the past 
decade due to their profitability and environmental advantages over moldboard 
plow. For example, no-tillage production in the Midwest was used in over 22% 
of all cropland area in 2002,31 which almost doubled the amount in 1992. In 
contrast, conventional tillage systems accounted for 35% of all croplands in the 
Midwest. Deep rip is an effective and popular tool used to overcome soil compac-
tion. Although deep rip is not a conservation tillage system, it still results in less 
soil disturbance and mixing and thus greater crop residue coverage on the soil 
surface than moldboard plow. There are few studies that quantify the effects of 
these main tillage alternatives with different intensities on soil CO2 emission and 
C storage compared with more intensive tillage systems (i.e., moldboard plow) in 
the Midwest where a corn [Zea mays L.]–soybean [Glycine max (L.) Merr.] rota-
tion has been the primary cropping system for decades. Even though moldboard 
plow use has been limited recently in the Corn Belt region, the inclusion of it in 
this study is to show the most extreme intensive tillage system effect on soil C 
dynamics as we evaluate a suite of tillage systems differing in their intensities in 
soil disturbance at different depths.

The objectives of this study are to evaluate (1) the short-term response of SOC 
pools to different tillage systems, (2) immediate and short-term effects of a suite of 
tillage systems with different intensities in soil disturbance on soil CO2 emission, 
and (3) the influences of tillage systems on mineralizable C pools.

14.3  mEtHodS

The study was conducted on Clarion–Nicolet–Webster soil association that includes 
Canisteo (fine-loamy, mixed, calcareous, mesic Typic Haplaquolls) and Clarion 
(fine-loamy, mixed, mesic Typic Hapludolls) soil series. The tillage treatments 
included no-tillage, strip-tillage, deep rip, chisel plow, and moldboard plow, and 
that were established in a corn–soybean rotation in the fall of 1997. The study 
consisted of three replications with a randomized complete block design. Typically, 
no-tillage was defined as no preplant tillage. The crop in no-tillage was planted 
using a planter with a single coulter to cut through residues and loosen soil ahead of 
standard planter units. Tillage description, tillage depth, and width of disturbed soil 
zone due to tillage operations are presented in Table 14.1. The strip-tillage plots 
were tilled with a strip-tillage unit that consists of an anhydrous knife centered 
between two cover disks and a coulter for residue cleaning. The tilled zone was 
prepared in the proximity of previous season corn or soybean rows creating a tilled 
zone 10 cm high.

The chisel plow treatment was implemented using a commercially available 
model with straight shanks and twisted chisel plow sweeps at the bottom mounted 
on a tool bar. The shanks were mounted on four tool bars in a staggering order to 
ensure an effective spacing of 30 cm between shanks. The deep rip treatment was 
performed by using a commercially available deep ripper with four straight shanks 
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on a tool bar. The moldboard plow treatment resulted in a complete inversion of soil 
surface and nearly 100% incorporation of crop residue by using a commercially 
available model with four bottoms. In the spring prior to planting, all treatments 
except no-tillage and strip-tillage received one field-cultivation 10 cm deep. The field 
cultivator shovels were mounted on four tool bars in a staggering order to ensure an 
effective spacing between shovels of 30 cm. Tillage treatments were conducted dur-
ing the fall immediately after harvest each season. The plot size for each treatment 
was 152 m wide × 272 m long.

14.3.1  determination oF soiL and croP residue organic carBon

Prior to the establishment of this study, an initial composite soil sample was taken 
across the site for soil texture, pH, and organic C analyses. In the fall of 2000 after 
corn harvest, soil sampling for TC, mineral fraction C (MFC), and particulate organic 
matter C (POMC) was conducted at soil depths of 0–5, 5–10, and 10–15 cm for each 
plot. Soil samples were collected from the tilled area in the strip-tillage treatment. 
Ten to twelve soil cores were randomly collected from each plot with a soil probe of 
1.9 cm diameter after removing visible crop residue from the soil surface. Soil cores 
from the same depth in each plot were mixed and placed in a soil-sampling bag and 
stored in a cooler at 4°C. Soil samples were kept at workable wet conditions to pass 
through a 2 mm sieve and left to completely air dry afterward. TC equals the sum 
of MFC and POMC fractions. Soil POMC fractionation was conducted32 to separate 
POMC associated with large, stable soil aggregates (>53 μm) from MFC associated 
with soil microaggregates (<53 μm or defined as silt + clay associated C fraction). 
Soil bulk density samples were taken at the same soil depth intervals as those used 
for SOC in the fall of 2000. Four samples per depth were taken to determine bulk 
density in each plot. Soil bulk density was determined using a core method with 
a copper cylinder of 5 cm in height and 5 cm in diameter similar to that used by 
Culley.33 Bulk density was used to convert SOC concentrations (g kg−1) to mass per 
soil volume (kg m−3).

In the fall of 2001, a crop residue sample was collected from each plot after 
corn harvest before any tillage operations were performed for the determina-
tion of total C concentration in crop residue. A crop residue sample was taken 
by using a 1 m2 frame thrown randomly on each plot three times to collect the 

taBlE 14.1
tillage System, tillage depth, and width of disturbed Soil Zone 
due to tillage operations

tillage System Shank or disk Spacing (cm) tillage depth (cm) disturbed Zone (cm)

Strip-tillage 76 20 20

Deep rip 76 40–46 30–40

Chisel plow 30 22–25 20

Moldboard plow 76 25 46
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above-ground crop residue. Residue samples were oven-dried at 64°C, cleaned 
from soil before weighing, and ground using a plant grinder with a 2 mm 
sieve (Wiley Mill, Model 2 pulverized carbon steel, Arthur H. Thomas Co., 
Philadelphia, Pennsylvania).

Soil organic C, MFC, POMC, and crop residue C concentrations were determined 
by dry combustion with a LECO CHN 2000 analyzer (LECO, St. Joseph, Michigan). 
Soil pH was measured using a 1:1 (soil:water) extraction. Prior to dry combustion, 
soil samples with pH greater than 7.1 were treated with 1 M HCl to eliminate any 
inorganic carbonate. On the other hand, TC was assumed to be equal to the soil total 
C if soil pH was not greater than 7.1.

Total C input from crop residue was estimated for the entire study period by 
including both corn and soybean seasons. Corn or soybean residue C input was esti-
mated for each season separately by using crop grain yields that were measured each 
year for both corn and soybean. The total C input of each season was calculated as 
the quotient of grain yields by harvest index, then multiplied by the total C concen-
trations of crop residue (corn or soybean), respectively. The harvest index used in 
this computation was 0.59 for corn and 0.57 for soybean.34 Total C concentrations of 
corn and soybean were determined by using the corn and soybean residue samples 
collected in 2001.

14.3.2  soiL carBon Loss due to tiLLage

The short-term, tillage-induced soil CO2 emission was measured in the fall of 
2001 with a LI-6400 CO2 analyzer (LI-COR, Lincoln, Nebraska) immediately 
after tillage operations for each treatment. The LI-6400 CO2 analyzer utilized a 
small chamber of PVC rings with 10 cm ID Immediately (1–2 min) after tillage 
operations in each tilled plot, five chambers were placed on the tilled soil surface 
and the measurements of CO2 emission were taken along with soil moisture (with 
TRIME-TDR) and soil temperature. Soil temperature was measured by using a 
thermometer provided with the LI-6400 CO2 analyzer. Soil moisture and tempera-
ture were measured in the top 5 cm. After completing the tilled soil CO2 emission 
measurements, the same number of chambers was placed on the soil surface of the 
no-tillage plots, and CO2 emission readings, along with soil moisture and soil tem-
perature were taken. The no-tillage treatment was divided into two different treat-
ments. One treatment was no-tillage with crop residue cover on the soil surface 
and the other one was no-tillage without corn residue cover on the soil surface, 
where the surface residues were completely removed by hand from inside the CO2 
measurement chambers. The CO2 measurement chambers were installed on all 
plots immediately after tillage operations and kept in the same place for the entire 
duration of soil CO2 measurements.

Measurements were taken using the same approach for all three replications. The 
tillage operations were conducted on November 7, 2001 and completed on the same 
day. The CO2 emission measurements were repeated for the following time periods 
after tillage operations: 0, 2, 4, 8, 12, 24, 48, 96, 192, 288, and 480 h. The five cham-
bers in each plot were kept at the same locations during the measurement period 
regardless of treatment.
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Fertilizer rates were identical for all tillage treatments, but varied in placement 
methods. Prior to tillage operations in the fall, anhydrous ammonium was injected 
by using a mole knife with two cover disks in zones 76 cm apart at 135 kg N ha−1 for 
corn in all tillage treatments except no-tillage. For no-tillage treatment, anhydrous 
ammonium was injected in the fall by using a modified slot injector with minimum 
soil disturbance. No N fertilizer was applied for soybean regardless of treatment. 
Phosphorous and potassium were applied in the fall, as needed, according to soil test 
recommendations.

Weather data were collected from a nearby weather station on the same research 
farm. Daily measurements included solar radiation, air temperature, precipitation, 
and wind speed. There was no precipitation during the 20 day period of CO2 emis-
sion measurements.

Strip-tillage in this study tilled 27% of the total soil surface area of each plot; the 
other 73% of soil surface area remained in no-tillage. There was minimum residue 
removal and disturbance in the no-tillage areas due to strip-tillage. Because CO2 
emission from the strip-tillage treatment was measured in the tilled zones only, these 
measurements were adjusted in order to reflect the true field conditions of the entire 
plot in the strip-tillage treatment. The following formula was used:

 

Adjusted soil CO  emission

27 CO  emission from the til
2

2= ×0. lled zones 

73  CO  emission from no-tillage treatment w2+ ×0. iith residue

14.3.3  quantiFying soiL carBon Loss

SOC loss due to tillage system can be quantified by using set of transformations 
and calculations based on the Michaelis–Menten35 equation, where they reported the 
effect of substrate concentration on the velocity of enzyme-catalyzed reaction could 
be satisfactorily described in the following equation:

 
v V

S
(K  S)

max 
m

= ×
+  

(14.1)

where
v is the reaction velocity
Vmax is the maximum reaction velocity
S is the substrate concentration
Km is the Michaelis constant

Numerically, Km is equal to the substrate concentration at half-maximum reaction 
velocity.

According to Equation 14.1, the cumulative mineralized S vs. distillation time 
reported in a previous study36 that the Michaelis–Menten equation can also be used 
to describe the relationship between cumulative soil CO2 emission and time.
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Therefore, to calculate the amount of mineralizable C (i.e., the maximum 
cumulative soil CO2 emission) due to different tillage systems, the Lineweaver–
Burk transformation37 of the Michaelis–Menten equation was used:

 

1
c

1
C

K
C

1
Tmax 

m

max

= + ×
 

(14.2)

where
c (kg CO2 ha−1) is cumulative soil CO2 emission at a specific time after tillage 

operations
T is the time (h) after tillage operations
Cmax (kg CO2 ha−1) is the potential maximum amount of cumulative soil CO2 

emission under a specific tillage system
Km is the Michaelis constant, which equals to the time (h) at half-maximum 

cumulative soil CO2 emission

Then, we took the inverse of cumulative soil CO2 emission as the dependent vari-
able and the inverse of time after tillage operations as the independent variable for each 
treatment for the entire 480 h measurement periods according to the Lineweaver–Burk 
transformation of the Michaelis–Menten Equation 14.2 and used to plot the relation-
ship between soil carbon loss (CO2) and time for each tillage system (Figure 14.4).

The intercept of each line represents the total amount of soil carbon loss with 
each tillage system. To determine the actual amount of soil carbon loss for each till-
age system, we took the inverse of each intercept value generated from Figure 14.4, 
which is shown in Table 14.5.

14.4  rESultS and diScuSSion

14.4.1  tiLLage dePth eFFects on soiL organic carBon

A significant soil depth × tillage interaction effect (p = 0.004) on TC is observed 
(Table 14.2). At the 0–5 cm soil depth, TC is approximately 32% greater in no-tillage 
and strip-tillage treatments compared with chisel plow. Soil TC is 36%–41% greater 
with no-tillage and strip-tillage treatments compared with chisel plow at the 5–10 cm 
soil depth interval. However, no significant difference in TC at 10–15 cm is observed 
with no-tillage and strip-tillage compared with chisel plow. Our results generally 
suggest that reducing tillage intensity in a corn–soybean rotation can enhance TC at 
the 0–15 cm soil depth.

Similar to TC, the soil depth × tillage interaction effect (p = 0.003) on MFC 
is significant (Table 14.2). MFC at 0–5 cm is increased by 35%–42% for no-tillage 
and strip-tillage compared with other tillage systems. Soil MFC at 5–10 cm is 
approximately 25%–29% greater for no-tillage and strip-tillage, than chisel plow. 
At 0–15 cm, other tillage systems had similar MFC compared with chisel plow. No 
significant tillage or soil depth × tillage effect on POMC was observed (Table 14.2), 
although numerical increases were frequently detected under no-tillage, strip-tillage, 
and deep rip treatments relative to chisel plow.
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taBlE 14.2
tillage Effects on Soc in the Soil Profile after 3 year management in a corn–Soybean rotation

tillage 
System

tc  mFc Pomc

Soil depth (cm) Soil depth (cm) Soil depth (cm)

0–5 
(mg ha−1)

5–10 
(mg ha−1)

10–15 
(mg ha−1)

0–15 
(mg ha−1)

0–5 
(mg ha−1)

5–10 
(mg ha−1)

10–15 
(mg ha−1)

0–15 
(mg ha−1)

0–5 
(mg ha−1)

5–10 
(mg ha−1)

10–15 
(mg ha−1)

0–15 
(mg ha−1)

No-tillage 17.1a 16.9a 18.6a 52.6a 12.0a 13.3a 14.7a 40.0a 5.0a 3.6a 3.9a 12.5a

Strip-tillage 16.9a 17.6a 18.5a 53.0a 12.2a 13.7a 14.9a 40.8a 4.7a 3.9a 3.7a 12.2a

Deep rip 12.3b 13.0b 19.4a 44.7ab 8.7b 10.2b 13.7ab 32.6b 3.9a 2.8a 5.7a 12.1a

Chisel plow 12.9b 12.5b 18.3a 43.6ab 8.9b 10.7b 14.7a 34.3ab 3.9a 1.8a 3.6a 9.3a

Moldboard 
plow

11.4b 14.2ab 14.3b 39.9b 8.6b 11.9ab 13.0b 32.5b 2.7a 2.3a 2.4a 7.4a

TC, total soil organic C; MFC, mineral fraction C; POMC, particulate organic matter C.
Values in column followed by the same letter are not significantly different at p < 0.05.
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Monreal and Janzen38 reported that although SOC changes in response to 
management practices could be relatively rapid, it still took about 10 years to obtain 
stable management effects. By the time our soil C measurements were made, it had 
been only 3 years after no-tillage was initiated. Therefore, TC, MFC, and POMC 
levels likely have not reached a steady state in no-tillage, and the impact of no-tillage 
on increasing TC, MFC, and POMC would be greater with time.

14.4.2  tiLLage eFFects on totaL carBon inPut From croP residue

Total C input from above-ground crop residue is significantly affected by tillage 
(p = 0.02) (Table 14.3). Total C input in 3 years was 10% lower with strip-tillage than 
chisel plow. All other tillage systems have similar total C input as chisel plow. 
Therefore, TC and MFC increases at 0–10 cm with no-tillage and strip-tillage over 
chisel plow (Table 14.2) could not be attributed to the total C input from above-
ground crop residue in such a short period. Rather, it might relate to decreased 
mineralization of soil organic matter (SOM) due to less soil disturbance and cooler 
soil conditions in no-tillage and strip-tillage.

14.4.3  tiLLage eFFect on soiL carBon Loss

Significant treatment effects on soil CO2 emission are observed at almost all mea-
suring times although CO2 emission varied tremendously with time regardless 
of treatment (Figure 14.1). At the zeroth-hour measurement time, no-tillage with 
and without residue, strip-tillage, deep rip, and chisel plow treatments reduced 
CO2 emission by 79%, 79%, 60%, 50%, and 14%, respectively, compared with 
moldboard plow immediately after tillage operations. Although all CO2 emission 
reductions with less intensive tillage alternatives are statistically significant, the 

taBlE 14.3 
tillage Effects on c input from above-ground corn 
and Soybean residue during the First 3 years 
in a corn–Soybean rotation

tillage System

c inputa

corn (mg ha−1) Soybean (mg ha−1) total (mg ha−1)

No-tillage 5.47a 2.76a 8.23ab

Strip-tillage 5.02a 2.44a 7.46b

Deep rip 5.86a 2.84a 8.70a

Chisel plow 5.65a 2.64a 8.29a

Moldboard plow 5.86a 2.90a 8.76a

Values in column followed by the same letter are not significantly different at p < 0.05.
a Carbon input under columns of corn, soybean, and total refers to C input from 

1-year corn, 2-year soybean, and all 3 years, respectively.
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greatest reductions in CO2 emission are associated with those tillage systems 
having less soil disturbance, such as the two no-tillage treatments. Removal of 
crop residue from the soil surface under no-tillage did not alter CO2 emission 
significantly compared with no-tillage with residue at the measurement time of 
zeroth hour.

At the second-hour measurement time, CO2 emission from no-tillage with and 
without residue and strip-tillage are 43%–58% less than from moldboard plow 
(Figure 14.1), while chisel plow and deep rip treatments have statistically similar 
CO2 emission as moldboard plow. The differences in CO2 emission between the 
two no-tillage and moldboard plow treatments are significantly smaller at the 
second hour of measurement time than those at the zeroth hour according to a 
paired t-test.

Beyond second hour, following tillage operations, no-tillage with residue pro-
duces a significantly lower CO2 emission than moldboard plow at all the mea-
surement times except the 192nd hour (Figure 14.1). Compared with moldboard 
plow, CO2 emission is less from no-tillage without residue at all the measure-
ment times except at the 48th, 192nd, and 288th hour after tillage operations. 
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FigurE 14.1  Tillage and crop residue effects on soil CO2 emission after 3 years in a 
corn–soybean rotation. Least significant difference (LSD) at p < 0.05 for each measuring 
time is provided in the graph; ns, not significant at p < 0.05; NTR, no-tillage with residue; 
NTW, no-tillage without residue; ST, strip-tillage; DR, deep rip; CP, chisel plow; MP, mold-
board plow.
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Similarly, strip-tillage produces lower CO2 emission than moldboard plow at all 
measuring times except at the 192nd and 288th hour. Soil CO2 emission is sig-
nificantly less from deep rip than moldboard plow at the 8th-, 12th-, 24th-, and 
288th-hour measurement times. Similarly, chisel plow has significantly lower 
CO2 emission than moldboard plow at the 8th, 12th, 24th, and 480th hour after 
tillage operations.

In addition, no-tillage without residue results in greater CO2 emission than no-
tillage with residue at the measurement times of 4th, 48th, and 288th hour. Our 
results generally confirm the potential of reducing tillage intensity and increasing 
crop residue on the soil surface in reducing soil CO2 emission to the atmosphere in 
a corn–soybean rotation.

The maximum CO2 emission from all tilled treatments (strip-tillage, deep rip, 
chisel plow, and moldboard plow) is observed immediately after tillage operations 
(i.e., at the zeroth-hour measurement time) (Figure 14.1). However, CO2 emission 
from these tilled treatments decreases sharply by 52%–68% within the first 2 h 
following tillage operations. In contrast, the two no-tillage treatments have only 
12%–33% reduction during the same period (2 h after tillage operations). After the 
first 2 h, changes in CO2 emission are much smaller regardless of treatment unless 
there is a sharp change in soil temperature or moisture. Reicosky et al.6 reported 
that CO2 emission decreased rapidly by 80% immediately after tillage operations 
on a harvested wheat field, which is greater than the reductions we observed in 
our study.

A sharp increase in CO2 emission immediately after tillage operations may be 
attributed to the rapid increase in microbial activities in decomposing the labile SOM 
pool. However, Jackson et al.39 and Roberts and Chan40 concluded that the increase 
in soil CO2 emission immediately after tillage operation was not due to the increase in 
microbial activities, but it was rather due to the increase in soil aeration that was 
induced by tillage disturbance. Reicosky and Lindstrom24 also attributed greater CO2 
emission immediately after tillage practices to greater physical CO2 emission from 
soil pores and solution.

Periodic soil CO2 emission differs significantly among the treatments during most 
of these measurement periods (Table 14.4). For example, both no-tillage with residue 
and strip-tillage result in significantly less CO2 emission than moldboard plow dur-
ing all measurement periods except the 96th- to 192nd-, and 192nd- to 288th-hour 
periods after tillage operations. Cumulative CO2 emissions for the entire 20 day 
period following tillage are 41%, 26%, 21%, and 19% lower for no-tillage with resi-
due, strip-tillage, deep rip, and chisel plow than with moldboard plow, respectively 
(Table 14.4). Cumulative CO2 emission from no-tillage without residue is 23% 
lower than that with moldboard plow, but 24% greater than the CO2 emission from 
no-tillage with residue over the 20 day period.

In summary, lower CO2 emission from no-tillage with residue than moldboard 
plow in this study could be partially attributed to slower decomposition of crop resi-
due placed on the soil surface in no-tillage than when they were incorporated with 
moldboard plow.41 Meanwhile, tillage operations may physically facilitate gas emis-
sion from the soil pores due to soil disturbance.42 Others reported that soil tempera-
tures primarily governed seasonal variations in soil CO2 emission, with high soil 

© 2011 by Taylor and Francis Group, LLC



246	
G

IS	A
p

p
licatio

n
s	in

	A
gricu

ltu
re:	N

u
trien

t	M
an

agem
en

t	fo
r	En

erg
y	Effi

cien
cy

taBlE 14.4
tillage and crop residue Effects on Soil co2 Emission after 3 years in a corn–Soybean rotation

tillage System

time Period after tillage operations

0–2 h 
(kg ha−1)

2–4 h 
(kg ha−1)

4–8 h 
(kg ha−1)

8–12 h 
(kg ha−1)

12–24 h 
(kg ha−1)

1–2 days 
(kg ha−1)

2–4 days 
(kg ha−1)

4–8 days 
(kg ha−1)

8–12 days 
(kg ha−1)

12–20 days 
(kg ha−1)

total 
(kg ha−1)

No-tillage with 
residue

2.31e 1.61c 3.40c 2.89d 3.00d 6.89d 20.62c 80.60a 90.86a 88.19c 300.36c

No-tillage 
without residue

2.09e 1.74bc 4.56b 3.49bc 3.73d 11.79bcd 36.63ab 101.12a 112.27a 118.94bc 396.36b

Strip-tillage 3.46d 1.97bc 4.16bc 3.28bcd 4.32cd 11.35cd 31.96bc 96.45a 108.89a 111.73bc 377.57bc

Deep rip 4.37c 2.46ab 4.08bc 2.99cd 6.68bc 15.73bc 36.50ab 98.28a 98.47a 132.66b 402.20b

Chisel plow 6.68b 2.82a 4.87b 3.70b 7.44b 18.63ab 43.06ab 101.51a 108.54a 118.61bc 415.83b

Moldboard plow 7.87a 3.20a 5.96a 5.66a 12.41a 23.43a 50.09a 111.94a 111.36a 179.43a 511.34a

Values in column followed by the same letter are not significantly different at p < 0.05.
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CO2 emission during the summer when soil moisture and substrate C were adequate 
and low CO2 emission during the winter when soil biological activity was minimal 
due to near-freezing soil temperatures.43,44 Therefore, given the timing of this study, 
soil CO2 emission is most likely due to CO2 exchange through soil pores rather than 
by microbial activity. These findings show the effects of tillage that is normally con-
ducted in the fall on soil C loss in the Corn Belt region.

The results show trends similar to others.45–47 Reicosky et al.45 reported that 
cumulative soil CO2 emission from conventional tillage at the end of 80 h was nearly 
three times larger than from no-tillage. Additionally, crop residue on the soil surface 
with no-tillage contributes to the reduction of soil CO2 emission by serving as a 
barrier for CO2 emission from soil to the atmosphere, having a lower crop residue 
decomposition rate due to minimum residue–soil contact, and lowering soil tem-
perature.45 Soil temperature at 5 cm during the 20 day measurement period ranged 
from −9°C to 6°C (Figure 14.2). Soil temperature changes from one measurement 
time to another are similar for all treatments. Soil temperature is below zero at the 
24th-, 48th-, 96th-, 288th-, and 480th-hour measurement times regardless of treat-
ment. Accordingly, CO2 emission is also low at these measurement times regard-
less of treatment (Figure 14.1). This observation confirms that soil CO2 emission is 
affected by soil temperature. Furthermore, tillage and crop residue effects on soil 
temperature are significant at 4 of 11 measurement times during the 20 day period 
(Figure 14.2). Our soil temperature results generally agree with those by Reicosky 
et al.,6 who observed that the relatively small temperature differences among tillage 
treatments probably had less influence on soil CO2 emission than the differences in 
tillage-induced soil disruption.

Compared with soil temperature, fluctuations in soil moisture are much lower 
during the 20 day measurement period (Figure 14.2). In general, the two no-tillage 
treatments result in significantly higher soil moisture than moldboard plow (data not 
presented). Chisel plow and strip-tillage treatments had similar moisture content dur-
ing the first 12 h after tillage operations, but significantly higher moisture when com-
pared with moldboard plow. Soil moisture is similar or higher under deep rip relative 
to moldboard plow. A significant difference in soil moisture is observed between the 
two no-tillage treatments only at the 192nd- and 288th-hour measurement times, 
when no-tillage with residue has greater soil moisture. Overall, soil moisture effects 
on CO2 emission seem to be minor during such a short period of time.

14.4.4  soiL organic carBon PooL Loss

No significant linear or quadratic relationship between cumulative soil CO2 emission 
and TC, MFC, or POMC is observed over the 480 h measurement period regardless 
of treatment (data not presented). This finding indicates that SOC substrate is not 
the limiting factor to soil CO2 emission. Rather, soil CO2 emission in such a short-
term experiment may be governed by soil structural pore changes due to tillage and 
microbial community population and its activity. This is reasonable because our 
measurements were taken for only a 3-week period from middle November to early 
December, when farmers normally conducted the tillage operations. In addition, 
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low soil temperatures and stable soil moisture during the measurement period may 
cause a decrease in microbial activity, thus reducing the significance of relationship 
between cumulative soil CO2 emission and TC, MFC, or POMC. Overall, our results 
suggest that short-term measurement of CO2 emission during the dormant season 
can be considered as an indicator of soil physical changes due to tillage disturbance 
and microbial activity rather than SOC pool levels.
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Cumulative soil CO2 emission and time after tillage operations is linearly related 
regardless of treatment (Figure 14.3). Slope of the equation decreases as tillage inten-
sity is reduced. Moldboard plow has the greatest slope and no-tillage with residue 
has the lowest slope. This finding suggests that cumulative soil CO2 emission to the 
atmosphere can be lowered by adopting less intensive tillage systems compared with 
moldboard plow.

14.4.5  tiLLage imPact on mineraLizaBLe c

The Lineweaver–Burk transformation of the Michaelis–Menten equation applied to 
cumulative soil CO2 emission vs. time after tillage operations is shown in Figure 14.4 
for each tillage system. There is a linear relationship between the inverse of cumula-
tive soil CO2 emission and the inverse of time after tillage operations regardless of 
tillage system. Inverse of the intercept of each linear relationship represents the size 
of potentially mineralizable C pool (Cmax) due to the effect of each tillage system. 
The Cmax value is lower with less intensive tillage systems compared with moldboard 
plow (Table 14.5). No-tillage with and without residue, strip-tillage, deep rip, and 
chisel plow reduced the size of mineralizable portion of the maximum C pool (Cmax) 
by 66%, 40%, 51%, 28%, and 22% relative to moldboard plow, respectively. This 
trend suggests adopting less intensive tillage systems and maximizing residue cover-
age on the soil surface can reduce the amount of C mineralized due to tillage.
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14.5  concluSionS

Reducing the intensity of tillage operations could increase soil C storage in a 
corn–soybean rotation from a short-term perspective. No-tillage with residue and 
strip-tillage significantly increase TC and MFC at the 0–5 and 5–10 cm soil depths 
compared with chisel plow after 3 years of tillage practices. This short-term tillage 
effect is not attributed to the annual C input from above-ground crop residue but 
most likely is related to decreased mineralization rate of SOM with no-tillage.

taBlE 14.5
maximum mineralizable Soil c under 
different tillage Systems Estimated 
by the lineweaver–Burk transformation 
of the michaelis–menten Equation

tillage System cmax (kg ha−1)

No-tillage with residue 435

No-tillage without residue 775

Strip-tillage 629

Deep rip 935

Chisel plow 1010

Moldboard plow 1294
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FigurE 14.4  Linear plot of the Michaelis–Menten equation for cumulative soil CO2 emission. 
NTR, no-tillage with residue; NTW, no-tillage without residue; ST, strip-tillage; DR, deep 
rip; CP, chisel plow; MP, moldboard plow.
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Soil CO2 emission is generally lower with less intensive tillage alternatives 
relative to moldboard plow, with the greatest differences occurring at the time 
immediately following tillage operations. Over the 480 h measurement period, 
less intensive tillage alternatives lower cumulative soil CO2 emission by 19%–41% 
compared with moldboard plow. Carbon dioxide emission is 24% less with no-
tillage with residue than without residue covers.

Relationship of soil CO2 emission with TC, MFC, POMC, soil temperature, or 
moisture content is not observed or was weak over the short period of measurement. 
However, a positive linear relationship between cumulative CO2 emission and time is 
observed. Estimated mineralizable C pool is reduced by 22%–66% with less inten-
sive tillage alternatives relative to moldboard plow. The decrease in mineralizable C 
pool may be partially responsible for the reduced soil CO2 emission especially from 
the no-tillage treatments.

The results suggest that from a short-term perspective, adopting less intensive 
tillage alternatives, such as no-tillage and strip-tillage, and leaving more crop resi-
due cover on the soil surface are effective in reducing soil CO2 emission, and thus 
improving soil C sequestration in a corn–soybean rotation in Corn Belt soils. The 
benefit of less soil CO2 emission or C loss along with other economic and environ-
mental advantages, such as higher production profitability and less soil erosion, asso-
ciated with less intensive tillage and better crop residue management systems should 
be taken into account when soil management decisions are made for conservation 
planning.

14.6   calculating minEraliZaBlE c 
and tHE micHaEliS–mEntEn conStant

 1. Enter the following hypothetical data in Microsoft Excel.

a B c d E F g H i J

1 Time 
(h)

1/t CO2–C 
rate

CO2–C 
rate

Accumulative 
CO2–C

Accumulative 
CO2–C

2 Soil 1 
(kg 
ha−1 
h−1)

Soil 2 
(kg 
ha−1 

h−1)

Soil 1 
(kg ha−1)

Soil 2 
(kg 
ha−1)

Soil 1 
(1 kg−1 ha−1)

Soil 2 
(1 kg−1 
ha−1)

3

4 2 0.5 2.31 7.87 2.31 7.87 0.4329 0.127065

5 4 0.25 1.61 3.2 3.92 11.07 0.255102 0.090334

6 8 0.125 3 5.96 6.92 17.03 0.144509 0.05872

7 12 0.083333 2.89 5.66 9.81 22.69 0.101937 0.044072

8 24 0.041667 3 12.41 12.81 35.1 0.078064 0.02849

9 48 0.020833 6.89 23.43 19.7 58.53 0.050761 0.017085

10 96 0.010417 20.62 50.09 40.32 108.62 0.024802 0.009206
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 2. Conduct the regression analysis for column I vs. B and J vs. B, select Tools, 
Data analysis, Regression, and I4:I10 in the Y range and B4:B10 in the 
X range. Click OK.

 The regression equations are
Soil 1: y = 0.0354 + 0.81X
Soil 2: y = 0.0189 + 0.235X

 3. Calculate Cmax and Km

 a. Cmax is 1/intercept, and therefore for Soil 1 is
1/(0.0354) = 28.24 kg CO2 ha−1

 And for Soil 2 Cmax is 1/0.0189 = 52.91 kg CO2 ha−1

 b. Km = slope × Cmax

i. Soil 1 Km is 0.81 × 28.24 = 22.9 h
ii. Soil 2 Km is 0.235 × 52.91 = 12.43 h

 4. These values mean Soil 1 has a much lower mineralization potential and 
the midpoint of reaching the potential is much slower in Soil 1 than Soil 2. 
Findings from the study above report that tillage impacts the soils miner-
alization. Similar measurements can be collected across landscapes. By 
understanding both tillage and landscape impacts on carbon mineralization, 
recommendations that improve management can be developed.

 5. Once the rate constants are known, they can be integrated into geographic 
information systems (GIS) program that predicts carbon turnover.
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15 Geospatial	Management	
of	Andean	Technology	
by	the	Inca	Empire

F. Mamani Pati, David E. Clay, and H. Smeltekop

15.1  ExEcutivE Summary

For the past 10,000 years, agriculture has provided much of the food needed by 
urban and rural communities. The ability of a community to manage climate vari-
ability and soil sustainability has influenced its long-term success. The inability to 
manage climate variability of the adoption of non-sustainable practices can result in 
societal collapse. Precision farming is one tool that can increase energy efficiency 
as well as maintain productivity and the soil resource. The concepts of precision 
farming and efficiency are not new and have been used to manage variability and 
resource allocations since antiquity. One of the most successful peoples for manag-
ing variability were the Incas in South America. Over 500 years ago, the Incas, 
indigenous peoples of the Andes region in the South America, developed agricultural 
management practices for one of the world’s most extremely variable climates. These 
peoples conducted agriculture activities from sea level to over 4400 m. Extreme cli-
matic variability in rainfall and temperatures were observed across these elevations. 
The Incas relied on grain storage capacity and research, most likely conducted at 
Moray agricultural station (located near present-day Cuzco, Peru), to help them man-
age climatic uncertainty. Many of the activities they implemented could be viewed 
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as precision farming. For example, they used production zones and the development 
of site-specific management techniques designed to protect crops from low tempera-
tures. They also fertilized their fields with bird guano harvested from islands near 
the coast of Peru. We believe that time-tested lessons learned by the Incas as well 
as other peoples from antiquity may help us develop low-technology-based solu-
tions that will improve energy efficiency and manage climate and soil variability 
today. The purpose of this chapter is to review these successes and discuss the con-
sequences of adopting non- sustainable practices.

15.2   HiStorical PErSPEctivES oF gEoSPatial 
nutriEnt managEmEnt

A perception exists that precision agriculture is a new invention and that it requires 
the use of global position systems (GPS), geographic information systems (GIS), and 
computer programs. This perception is not correct. Throughout history, ancient cul-
tures have used precision farming concepts (site-specific management and on-farm 
research) as tools to increase productivity. However, when non-sustainable agricul-
tural practices were adopted, societal collapse often followed. There are numerous 
examples where this occurred.1,2 One of the causes of agriculture failure is climatic 
variability3–6 that reduces productivity, which in turn increases agricultural intensifi-
cation and the loss of soil resources through saltation and erosion.7–9

Different peoples developed different solutions to similar questions. Peoples 
within the Andean environment developed solutions to problems associated with 
farming in an environment of extreme climatic variability. In this extremely hostile 
environment, one approach to increase food production was the use of vertical man-
agement zones. The zones were created by moving up and down the topographic 
relief. This technique matches crops to ecological niches. In addition, within a niche, 
many different types of plants were cultivated. It is believed that these people had 
over 70 different domesticated crops to choose from. The advantage of this approach 
was that food diversity was increased and food security against unpredictable 
weather was increased. We believe that rediscovering knowledge learned by ancient 
peoples can help us develop low-technology management systems that will increase 
energy efficiency, food production, and security issues today. This chapter explores 
some of the approaches the Andean peoples improved food security in one of the 
harshest environments in the world.

15.2.1  inca agricuLturaL system

The Andes mountain region of South America is an incredibly difficult place to 
produce a sustainable food supply. Peoples in this region adopted and continue to 
adopt many of the concepts and practices relied on in precision agriculture including 
site-specific management techniques and on-farm field research. Two basic manage-
ment zone approaches were used to overcome climatic variability. The first approach 
was vertical zones and the second approach was climatic modification within a zone. 
Peoples in the Andes are rediscovering techniques developed by the region’s indig-
enous peoples.10,11
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In the Inca Empire, agricultural activities were based on research conducted at 
both the local and empire scales. At the community and individual scales, research 
was conducted near their homes or in specific production zones where production 
fields were located. Observations were made on the behavior of different crops under 
different climatic conditions, the resistance of crops to frost, and crop response to 
excessive or deficient rainfall, extreme hot and cold climate, and exposure to pests 
including diseases and insects. Based on these observations, landscapes were sepa-
rated into production zones.12

At the empire scale, many people believe that the Incas conducted agricultural 
research at Moray (Peru).12 Moray has an infrastructure of concentric circular ter-
races (Figure 15.1). Each terrace produces a microclimate where different treatments 
can be tested. Modern-day analysis of this system suggests that this terrace sys-
tem can produce up to 20 different types of microclimates. Moray is believed to 
have served as a model for calculating the Empire’s agricultural production capacity, 
domesticating new plants, and testing the environment tolerances of domesticated 
plants. Information learned at the state scale was transferred to local communities 
by experts.

15.2.2  andean Foods Produced

Producing a reliable food supply in an environment of extreme climatic and top-
ographic variability requires an attention to detail. The use of sustainable man-
agement practices was partially responsible for the success of the Incas.13,14 It is 
estimated that the Inca cultivated about 70 crop species. This large number of 
crops was needed to provide a sustainable food supply in an area with extreme 
climatic variability. Some of the crops were more resistant to climatic stresses than 
others. Major crops domesticated by the Incas included potatoes (Solanum spp.), 

FigurE 15.1  Agricultural research at Moray.
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sweet potatoes (Ipomoea batatas), corn (Zea mays), chili peppers (Capsicum spp.), 
zapallo (Cucubita maxima), coca (Erythroxylon coca), peanuts (Arachis hypo-
gaea), tarwi (Lupinus mutabilis), edible roots called oca (Axalis tuberosa), maca 
(Lepidium meyenii), Achira (Canna adulis), Arracacha (Arracacia xanthorrhiza), 
isano (Tropaeolum tuberusum), ulluku (Ullucus tuberosus), beans, and grains 
known as quinoa (Chenopodium quinoa), canihua (C. pallidicauli), and amaranth 
(Amaranthus caudatus).5,13,15–17 The most important crops to the Incas were potato, 
corn, and quinoa. Chili peppers are warm-season plants sensitive to freezing tem-
peratures, while quinoa is drought tolerant, resists brutal weather, and can be grown 
at high altitudes.18 By domesticating crops with different responses to climatic vari-
ability, crops can be matched to the likely environmental conditions. Using this 
approach, food security can be maintained even under variable conditions. In addi-
tion to producing crops, the Inca also raised llamas and alpacas for their wool and 
meat, as well as, helping in transportation and travel. The manure from these ani-
mals was used to fertilizer crop areas. Wild vicunas were captured, and their fine 
hair was used for clothing and blankets.

15.2.3  managing erosion and increasing soiL temPeratures: terraces

In mountainous Andean environments, terraces, also known as andenes (Figure 
15.2), were constructed by the people at great expense. The terraces, which are still 
in existence today, are flat-stepped areas that resist erosion and landslides, main-
tain soil fertility, save water, and create microclimates where crops are grown.14 
Terraces consist of three parts, the retaining wall and two distinct layers of earth 
that fill the space behind the wall (Figure 15.2). The underlying stratum, an arti-
ficial subsoil, is composed of coarse stones and clay to a thickness that depends 
upon the height of the retaining wall; this stratum was covered by a layer of rich 
soil up to 1 m deep (Figure 15.3). Often the top soil was carried up from rich river 
bottoms to provide areas with better soil texture and nutrient content than soils 
present in the area. The terrace platform serves as a raised bed for crop cultivation 
and improves cultivating conditions through enhanced infiltration, recycling of 
soil nutrients, and biological processes necessary for agronomic production. Solar 
radiation is captured and retained in the soil as a result of the enhanced water 

Double
wall of
stone

Gravel

Substrate
prepared

Crop

FigurE 15.2  Terraces or Andenes built by the Incas at Charazani, La Paz. (Courtesy of 
Bolivian Catholic University, UAC Carmen Pampa, Pa Paz, Bolivia.)
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levels, which protects the terrace soil from the effects of frost.19 An added benefit 
of the terraces is that they reduce heat loss by storing more heat from the solar 
radiation than a flat surface or slope because part of the reflected rays reflect again 
on the terrace wall that then acts like thermoregulator of the microclimate within 
the platform (Figure 15.4). The terrace length ranges from 4 to 100 m and width 
from 2 to 20 m; it is dependent on slope. Exceptionally, terraces can be found 
1 × 1.5 m on steep slopes and 30 × 150 m or more in places almost flat. Other prac-
tices the Incas implemented included an effective gravity-based irrigation system, 
the use of digging stick to minimize soil disturbance, and constructing effective 
drainage systems.

15.2.4   Protecting croPs From Frost damage at high 
eLevation: cameLLones

The Incas used camellones (ridges) or suka kollus (waru waru in Quechua and 
sukka qolla in Aymara) in flat high terrains.10,20–27 Camellones is a system where 
water is used to create microclimate that reduces the risk of frost. In a camellon, 
rainwater is channeled around areas that are used to grow crops. The water has a 
dual purpose. First, the water tempers temperature changes, making it possible to 
grow crops at high elevations. Second, the water provides irrigation water for the 
crops (Figure 15.5). Other benefits of the camellones include reducing erosion and 
increasing relative humidity and solar energy storage.

FigurE 15.3  Terraces are still be constructed today by Bolivian farmers. (Photo courtesy 
of Public University of El Alto (UPEA), La Paz, Bolivia.)

Terrace

Reflected rays Incident rays

Slope

FigurE 15.4  Use of terraces to provide shelter to crops, support their development, and 
protect from frost.
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15.2.5  nutrient management

The Incas used manure from humans and domesticated llamas and alpacas and 
fallen tree leaves to fertilize their crops. Soils near coastal regions were fertilized 
with bird guano as a source of P collected from islands off the coast of Peru that 
are inhabited by thousands of fish-eating birds. The Incas valued this resource so 
highly that the punishment for anyone caught killing a single guano-producing 
bird was death.

In the upland valleys and basins, human or llama manure was applied as a source 
of plant nutrient and also served as a soil amendment. Manure was applied to the 
maize field at the time of sowing.15 On the high mountain slope fields, however, most 
llama dung was used as a fuel. Fields were often rested after 1 or 2 years of culti-
vation to sustain the soil resource.15 Today, Bolivian farmers have been improving 
their efficiency by combining historical techniques with modern knowledge.28–30 For 
example, in the suka kollus area, people are improving their ability to produce food 
by using the recurrent floods to reestablish camellones and terraces (http://www.sas.
upenn.edu/∼cerickso/applied3.html).

15.3   conSEquEncES oF not adoPting 
SuStainaBlE PracticES

In the past, climatic variability and the adoption of non-sustainable practices has 
influenced the ability of civilizations to produce a reliable food supply. Changes in 
temperature and rainfall patterns can have profound impacts on a civilization’s abil-
ity to produce food. The inability to provide a sustainable food supply, resulting from 
climate change, has resulted in the collapse of many civilizations.

Worldwide, between AD 900 and AD 1300, climatic conditions were highly vari-
able. In Europe, the period is known as the Medieval Warm Period. During this time, 
the Norse founded colonies in Iceland and Southern Greenland, while the Anasazi 
colonized the Colorado Plateau in North America, the Wari Empire located in the 
South American Andes failed, while the Inca Empire expanded.31–34 During the 
Medieval Warm Period, peoples of the South America Andes built terraces, planted 
trees in the mountains to reduce erosion, and irrigated crops with water from melting 

FigurE 15.5  Waru Waru or suka kollus was first developed in the year 300 BC.
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glaciers.14 These activities help the Incas’ expand their food production capacity and 
their ability to support a larger population.

The Medieval Warm Period was also a time where prolong droughts occurred. 
For example, a drought that occurred around AD 1100 lowered the water level of 
Lake Titicaca by 12–17 m. This drought may partially be responsible for the collapse 
of the South America Wari Empire. Following the collapse of the Wari, the Incas 
expanded. The Incas success most likely was related to their ability to maximize 
agricultural productivity (precision farming) by adapting to regional environments. 
To assist them maximize agricultural productivity, they likely invested in agricul-
tural research. The outgrowth of their science-based activities was improved agri-
cultural practices, a redesigned landscape, and food surpluses that contributed to 
population increases.33 We believe that in response to climate variability, the peoples 
of the Andes made a critical agricultural research investment that helped them pro-
duce a sustainable food supply.

Civilizations in other parts of the world were less successful at surviving climate 
change. For example, droughts in Central America and North America may have 
resulted in the collapse of the Maya civilization and the Anasazi,31–38 while the Norse 
colonies in Southern Greenland did not survive the Little Ice Age that occurred 
between AD 1400 and AD 1850.

Climate change and the need to increase agricultural energy efficiency will 
undoubtedly be the most devastating environmental problems of the next century. 
Lessons from history tell us investments into agriculture research are critical for 
providing a sustainable food supply and reducing the potential for societal collapse. 
Many people believe that over 700 years ago, the Incas made this investment. Other 
important lessons for overcoming climate variability are diversity and adaptability. 
As in the past, precision farming is a tool that can help increase energy efficiency 
and food security.

15.4  Summary

Even though ancient peoples did not have GIS or GPS, they used precision farm-
ing techniques to help produce a reliable food supply. In the Andes, the Incan 
people most likely invested resources in agricultural research. In addition, they 
engineered and built highly effective systems that produced microclimates 
required for food security. In many areas of the Andes, agricultural knowledge of 
the indigenous peoples is being rediscovered. Adoption of these techniques may 
provide low-technology solutions to maintain food security and improve resis-
tance to the many inherent regional climate problems. Critical historical lessons 
for preparing for an uncertain future are maintaining investments into agricul-
tural research, encouraging producer adaptability and creativity, and the mainte-
nance of crop diversity.
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16 Calculating	Energy	
Efficiency	of	Applying	
Fresh	and	Composted	
Manure	to	Soil

R.J. Wiederholt, Shafiqur Rahman, and A. Ehni

16.1  ExEcutivE Summary

Composted livestock manure is a popular approach for reducing the amount of mate-
rial required for land spreading, providing weed seed and pathogen control, develop-
ing a product that is easy to spread uniformly, and developing a product that can be 
sold separately. The treatment system adopted to handle manure, either composted 
or applied fresh, impacts the energy and nutrient efficiency of the system. Little 
information is available that outlines differences in time and energy required to treat 
manure via composting vs. handling and land applying it without treatment. This 
chapter provides a review of the composting process and an energy budget of the 
composting process. Data from this study was obtained from a 2 year case study that 
was conducted in Central North Dakota. In this pilot study, producers were paid an 
incentive to adopt composting. Data was collected on various parameters, including 
volume reduction of the manure and time spent making the compost. Based on data 
collected from the case studies, the energy requirement for the fresh manure relative 
to the composted manure was 1.56:1.00. This analysis does not consider N that may 
have been lost during the composting process.
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16.2  introduction

All livestock operations need an efficient system for managing manure. The types 
of systems that are routinely used include handling fresh, stockpiling and apply-
ing at a later date, or composting. Even though each operation may use different 
practices, there are similarities in manure handling components. Each system 
may include collection, treatment, storage, and utilization. However, not all com-
ponents are in every system nor is there a specific order.1 Composting livestock 
manure is one treatment component that is attractive to livestock producers wish-
ing to increase their efficiency of manure handling. Composting is a very effective 
method of decreasing manure volume.2 The decrease in volume can reduce energy 
spent on transportation costs of handling and land applying manure. Additionally, 
composting manure can open up alternative markets for manure.3,4 There are other 
benefits of composting manure including elimination of pathogens,5 human para-
sites,6 decreased weed seed viability,7 and odor.8 The benefits of composting do 
not come without a cost. Time, money, equipment, and labor requirements need 
to be met during the composting process.9 This chapter will use information from 
a case study of a mechanically turned windrow composting project conducted in 
Wells County, North Dakota (ND), to determine the energy efficiency of compost-
ing manure vs. handling fresh manure.

As with all manure management systems, a portion of the nutrients contained 
within the manure can be lost. In the Great Plains, several of the easiest approaches 
to increase energy gain is to move from an open to a closed nutrient management 
system. In open systems, nutrients are removed from the system in the harvested 
grain, while in closed systems, harvested nutrients are returned to the soil in the 
manure. The total amount of fertilizer can be substantially reduced by the applica-
tion of manure. During the composting process, P and K are generally conserved, 
while a portion of the N can be lost. Hao et al.10 reported that 41.4% and 11.8% of 
the total N in manure can be lost during composting straw and wood chip-bedded 
(WBM) manure, respectively. Others have reported similar losses for non-composted 
manure. Munox et al.11 reported that in Wisconsin, 36% of the 15N contained in 
15N-labeled manure was either volatilized or denitrified within 20 h of being disked. 
Sharpe et al.12 reported that when swine manure was applied through irrigation, 
about 12% of the ammonium was lost during application and an additional 23% was 
volatilized from the soil surface within 48 h of application. Bittman et al.13 reported 
that ammonia volatilization in the first 2 weeks after application ranged from 36% to 
61% for broadcast manure and 17%–32% for surface-banded manure.

N lost through volatilization can reduce the energy efficiency of the system. For 
straw-bedded manure, the loss of 8.3 kg/Mg (43 MJ/kg N) reported by Hao et al.10 
was equivalent to 356 MJ of energy.14

16.2.1  comPosting Process

Composting is a natural decomposition process conducted under controlled con-
ditions relying on microorganisms found in soils.15 Composting takes raw organic 
products containing nitrogen (N), carbon (C), and water and degrades them into 
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stable organic matter by incorporating oxygen (O) through a mixing procedure. 
During the active phase of composting, microbial activity raises the temperature of 
the windrow to 50°C–60°C (Figure 16.1). These temperatures are held for several 
weeks while degradable compounds are being consumed. To keep the compost in 
the active phase, turning the windrow incorporates oxygen allowing the bacteria 
to thrive. Once the easily degradable compounds are degraded, turning the wind-
row will no longer increase compost temperature and the active phase is complete. 
Following the active phase is the curing phase. During the curing phase, tempera-
tures are around 40°C and will become similar to ambient conditions when the cur-
ing phase ends. Besides C, N, O, and water, there are other factors that must be 
acceptable for composting to be successful such as ambient air temperature, carbon-
to-nitrogen ratio, manure pH. Depending on the ambient environmental conditions, 
the composting process can take from 20 to 60 days.

There are five methods that can be utilized to make compost. Bin, passive wind-
row, active windrow, aerated static windrow, or in-vessel.16 When composting live-
stock manure, all of these methods will work but bin composting is probably the 
least desirable because the volume of manure composted is so great. In-vessel 
composting is very effective but the most capital intensive since a specialized com-
posting vessel must be purchased and maintained. Windrow composting is the 
most popular method. During active windrow composting, windrows are made and 
then turned with a loader bucket on a tractor or a mechanical turner. Of the wind-
row methods, active is the most efficient since you are turning the manure con-
sistently, thereby speeding up the process. Passive windrow composting consists 
of making a windrow and allowing the manure to compost naturally without any 
mechanical turning. Passive windrow composting is the slowest method but costs 
very little in time spent managing the process. Aerated static windrow is the least 
popular windrow method because aeration equipment needs to be installed into 
the windrow and removed before the finished compost is utilized. Active windrow 
composting was utilized in this case study. In this case study, a mechanical turner 
that was capable of building and turning windrows was used to simplify the pro-
cess (Table 16.1) (Figure 16.2).

Water vapour, heat,
Co2, Nox, other gases

Oxygen

Curing

End product
Raw product

Mixing

Compost pile

Composting process

Organic matter,
inorganic

microorganisms

Carbon, nitrogen,
inorganics, water,
microorganisms,
pathogens, weed
seeds, beneficial

microbes

FigurE 16.1  Material flow for the conventional composting process. (Adapted from Manure 
Composting Manual, Agdex 400/27-1, Alberta Agriculture and Rural Development, 
Alberta, Canada, 2005. With permission of Alberta Agriculture and Rural Development. With 
permission.)
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16.3  matErialS and mEtHodS

In 2007, the Wells County, ND, Soil Conservation District (SCD) received a Natural 
Resource Conservation Service Conservation Innovation Grant to help them enhance 
the adoption of livestock manure composting by livestock producers. The grant 
funds were used to pay an incentive to producers who participated. The incentive 
paid was calculated based on the tons of manure each participant provided to the 
project and was available for only the first 2 years of the project. The Wells County 
SCD provided a person, tractor, and compost turner at a set charge per ton of manure 
processed. The incentive was then used to offset this charge.

In 2007, three livestock producers enrolled in the program and in 2008, 10 pro-
ducers enrolled in the program. Information was collected and included time spent 
windrowing and turning the manure, temperatures of the manure during the process, 
and volume reduction during the composting process. This allowed for documenta-
tion of the effectiveness of composting. All of the participants in the project raised 
beef cattle in open air feedlots and used straw bedding in their livestock pens. The 
inclusion of the bedding in the manure pack added sufficient C for a favorable C:N 
ratio of the manure that was composted. The manure was windrowed for composting 

FigurE  16.2  Tractor-mounted compost windrow turner. (Photo courtesy of Ron 
Wiederholt, NDSU.)

taBlE 16.1
Factors affecting the composting Process 
and acceptable ranges

Factor acceptable range

Temperature 54°C–60°C

Carbon-to-nitrogen ratio (C:N) 25:1–30:1

Aeration, percent oxygen >5%

Moisture content 50%–60%

Porosity 30–36

pH 6.5–7.5
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in spring or early summer each year. The finished compost product was analyzed for 
nutrients and land applied in the fall.

Following established guidelines, the windrowed manure was turned with a 
mechanical turner (Figure 16.3) immediately after windrow construction and each 
time the temperature of the compost crested (about 65°C) and dropped below 50°C. 
Under summer environmental conditions of ND, the increment between turning 
of the windrows was typically 10 days. Since the final use of the compost was as 
an agronomic application to crop fields, the windrows were only turned during the 
active phase. The active phase was completed after three turns of the windrows. The 
manure was at a sufficient moisture level that no added water was needed to facilitate 
the composting process.

At the end of each project year, a group review was conducted with the partici-
pants to gauge the producer’s satisfaction. All three of the 2007 participants reen-
rolled in the 2008 project indicating their satisfaction with composting manure. At 
the end of the 2008 project, all of participants wanted to continue composting even 
without the incentive payments. Each participant had a specific set of reasons why 
they adopted composting, but there were several commonalities among all the par-
ticipants. The significant reduction in volume and resultant decreased number of 
loads required to land apply the finished compost was unanimously favored among 
participants. There was also universal agreement as to the importance of weed seed 
and pathogen reduction in the manure as a result of composting. Anecdotally, several 
participants stated that herbicide cost savings due to weed seed reductions in the 
compost offset the cost of composting.

16.4   EnErgy rEquirEmEntS oF comPoSting 
vS. Handling FrESH manurE

According to the data collected during the case study, there was a 65% reduction in 
volume of final product when the manure was composted. It was also determined 
that the total time required to turn the manure during the composting process 

FigurE 16.3  Manure windrow turned with mechanical compost turner. (Photo courtesy 
of Brown Bear Corp., Corning, IA.)
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was 6 min/head. The average herd size for each participant was 180 animals. The 
following information summarizes and goes through the step-by-step process of 
determining an energy balance between composting or handling fresh manure.

Step 1. Summarize Known Information

Average herd size = 180 animals
Total pile turning during composting = 3 times
Tractor power = 100 hp
Time to turn pile and windrow preparation = 6 min/head
Volume reduction = 65%
Total bedding materials used = 150 lb/head

Step 2. Identify Assumptions

Animal weight = 1000 lb
Manure produced = 60 lb/day-animal
Animals are on feeds = 120 days
Density of bedding materials = 2.5 lb/ft3

Manure density = 60 lb/ft3

Final compost density = 25.35 lb/ft3

Assume transport energy = 2.9 kcal/km kg17

Box spreader size = 180 ft3

Hauling energy requirement = 2.9 kcal/km kg17

Average gasoline consumption (gal/jr) Qave = 0.044 × Ppto

for power take-off (PTO)
Labor energy requirement = 2500 kcal/h

In the use of the bedding material, the bedding material is compressed to ½ of its 
original volume

The total volume of material is reduced by 65% during the composting process
Time required to windrow and turn compost = 6 min/head

Step 3. Determine the Amount of Manure Produced

 a. Calculate the volume of manure produced
 1. Volume of manure produced/animal

 
= ⋅ =60 lbmanure

animal day
1 ft  
60 lb

1 ft
day animal

3 3

 2. Total manure produced for 180 animals over 120 days

 
= × × =1ft

day animal
120 days 180 animals 21,600 ft

3
3
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 b. Amount of bedding materials

1. Bedding materials used = 150 lb/1000 lb for 120 days

= 150/120 = 1.25 lb/1000 lb animal/day

2. Total bedding materials = 1.25 (lb/animal-day) × 120 days × 180 animals

= 27,000 lb

3. Volume of bedding = 27,000 lb/2.5 (lb/ft3) = 10,800 ft3

4. Volume of bedding materials + manure = +

= +

manurevolume
1
2

bedding volume

21,600 ft
1
2

10,800 ft3 3

5. Total material volume = 27,000 ft3

Step 4. Calculate the Number of Loads

 a. Calculate the amount remaining after composting

 

= ×
= ×

Initial compost compost remaining after processing

27,000 ft3 00.65 17,550 ft3=

 b. Calculate the number of loads

 
= × =17,550 ft

load
180 ft

98 loads3
3

 c. Calculate the time required to windrow and turn compost

 
= × =6 min

animal
180 animals 1080 min

Step 5. Calculate the Energy Use during Windrowing and Composting

 a. Tractor fuel consumption per hour for PTO

 
=

×
× =0.044 gal

h hp
100 hp

gal
h

4 4.

 b. Total tractor fuel consumption for turning

 
= × × =4.4 gal

h
1 h

60 min
1080 min 79.2 gal
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 c. Convert gal to kcal

 
= × × =79.2 gal

11,404 kcal
L

3.78 L
gal

3 417 78 kcal, ,0

Step 6. Calculate the Hauling Energy from Source/Load

 a. Calculate the energy per mile load

= × × × × =180 ft
load

25.35 lb
ft

1 kg
2.24 lb

2.9 kcal
kg km

1.61 km
mi

3

3 9511 kkcal/mi load

 b. Calculate the total hauling energy
 = 9511 × 98
 = 932,078 kcal

Step 7. Energy Associated with Labor

 
= × × =2,500 kcal

h
1 h

60 min
1080 min 45,000 kcal

Step 8. Calculate the Total Energy Required for Composting to Hauling

 = (machinery energy + hauling energy + labor energy)
 = (3,417,078 + 932,078 + 45,000) kcal
 = 4,394,156 kcal
 = 4.39 Mcal

Step 9. Calculate the Scraping Pens, Loading Spreader, and Hauling Energy for 
Fresh Manure

 a. Amount of fresh manure

 

= +

= + =

manure volume
1
2

bedding volume

21,600 ft
1
2

10,800 ft3 3 27 000, fft3

 b. Calculate the Number of Loads

 = × =2 ,000 ft
load

180 ft
loads3

37 150
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 c. Tractor fuel consumption per hour for scraping pens and loading spreader

 =
×

× =0.044 gal
h hp

100 hp
4.4 gal

h

 d. Total tractor fuel consumption for scraping and loading

 
= × × =4.4 gal

h
1 h

60 min
1080 min 79.2 gal

 e. Convert gal to kcal

 
= × × =79.2 gal

11,404 kcal
L

L
gal

3 417 78 kcal
3 78

0
.

, ,

 f. Calculate the hauling energy for fresh manure

 
= × × × × =180 ft

load
60 lb

ft
1 kg

2.24 lb
2.9 kcal
kg km

1.61 km
mi

k
3

3 22 511, ccal/mi load

 g. Calculate the total hauling energy

 
= × =22,511 kcal

mi load
loads kcal/mi150 3 376 650, ,

Step 10. Calculate the Labor Energy for Fresh Manure

 a. Let us assume that manure handling time is equal to compost pile prepara-
tion and turning time, i.e., 1080 min. Then, labor energy

 
= × × =2,500 kcal

h
1 h

60 min
1080 min 45,000 kcal

 b. Total energy required for hauling fresh manure
 = (machinery energy + manure hauling energy + labor energy)
 = (3,417,078 + 3,376,650 + 45,000) kcal
 = 6,838,728 kcal
 = 6.84 Mcal

 c. Fresh manure vs. compost energy requirement ratio
 = 6.84/4.39 Mcal
 = 1.56:1.00
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16.5  Summary and concluSionS

This study suggests that for these producers, it took less total energy to windrow, 
turn, haul, and apply composted beef manure than it did to scrape, haul, and apply 
fresh beef manure. Even though there is some time and energy invested in making 
and turning windrows of manure during the composting process, there is still a net 
energy savings based on fewer loads of final product that need to be hauled and field 
applied. The results of this case study point to the decrease in volume of final product 
during the composting process as the main contributor to the energy savings.

However, when composted livestock manure is utilized as an agronomic soil 
fertility amendment, there is a decrease in the amount of readily plant available 
nitrogen (N). To overcome this nutrient supply deficiency, commercial N may be 
supplemented on acres that receive composted manure to meet the total annual crop 
N needs. Hao et al.10 reported that 41.4% and 11.8% of the total N in manure can 
be lost during composting straw and WBM, respectively. These N losses are simi-
lar to the losses that occur following manure applications of fresh manure. These 
results suggest that (1) more research is needed to identify the best bedding material 
for energy efficiency and (2) determine which crop rotation systems respond best 
to composted manure. This case study does show that composting the manure can 
improve energy efficiency.
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17.1  ExEcutivE Summary

Greenhouse gas (GHG) fluxes exhibit strong spatial and temporal variability across 
agricultural fields. However, because of limitations in the number of samples one can 
collect, measurements of fluxes across agricultural fields are often limited to a few 
points. The average value of point measurements is later used to calculate the total flux 
for the entire field. This approach may result in an over- or underestimation of the total 
flux. The objective of this study was to assess how geographic information systems 
(GIS) could improve the estimation of N2O, CH4, and CO2 total field fluxes from soil in 
a pasture in central Missouri. We sampled for N2O, CH4, and CO2 fluxes in a pasture, 
fitted variogram models to fluxes data, predicted fluxes at un-sampled locations by 
inverse distance weighting (IDW), produced fluxes maps, and classified them accord-
ing to fluxes distribution zones. Thereafter, we first calculated a total flux for the entire 
field by a traditional approach (TA) consisting in multiplying field minimum and maxi-
mum flux values obtained from points sampling to the total area of the pasture. Second, 
we also computed a GIS-based total field flux as the sum of “total flux” for each flux 
distribution zone for each gas. Results showed that “TA” method underestimated (up 
to 1000%) the minimum and overestimated the maximum flux of N2O, CH4, and CO2 
for the entire pasture. Our approach provides an improved quantification of greenhouse 
flux. The approach can be extended to other soil and environmental parameters.

17.2  introduction

Quantifying soil GHG emissions is an essential task for developing management prac-
tices that increase energy efficiency. In agricultural fields, GHG emissions contain a 
large amount of spatial and temporal variability.1,2 In fact, differences in soil types, 
moisture, temperature, season, crop type, fertilization, and other agricultural prac-
tices apparently all play a part in emissions from soils. Estimates of GHG emissions 
are influenced by the data processing approach. Differences between the calculation 
approaches lead to uncertainty. Techniques for developing better estimates are needed.

GIS, global positioning system (GPS), and computer mapping and geostatistics 
are technologies that can be used to better understand systems that contain large 
amounts of spatial and temporal variability. Verhagen3 generated fertilizer maps 
using simulation and identified three pattern types. Guy and Levine4 created a GIS-
based deterministic model to assess the potential impact of different land-use strat-
egies for mitigating Ohio’s carbon dioxide (CO2) emissions and lowering its total 
CO2 budget. Using ARC/INFO, Bausch et al.5 mapped near-infrared index to show 
plant-deficient areas for two different days. Kristensen and Olesen6 analyzed aerial 
photography to map soil moisture content in the root zone using kriging, co-kriging, 
and inverse distance algorithms. Their observations indicated that even when they 
included soil texture, there was no improvement in prediction accuracy among the 
algorithms employed. Anderson and Yang7 conducted a study on site-specific farm 
management. They used ArcView to visualize and query spatial data, generate sta-
tistics for each management zone, and create charts. These researchers concluded 
that the integration of aerial photography, GPS, and GIS provided an effective way 
to collect, process, and analyze information. The objective of this study was to 
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demonstrate a GIS-based approach for quantifying CO2, CH4, and N2O fluxes from a 
pasture system. Two approaches of quantifying the flux for the entire pasture (mini-
mum and maximum) for each gas were compared: the first is a TA and consisted in 
computing the flux for the entire pasture as the product of the pasture area multiplied 
by the flux value (minimum and maximum) obtained from points measurements. 
The second is a GIS-based approach and consisted in producing an interpolated map 
(from points measurements) portraying flux distribution zones across the pasture, 
classifying the flux map to determine the area covered by each zone, and computing 
the entire pasture flux or total flux (minimum and maximum) as the sum of indi-
vidual total flux for each classified zone.

17.3  mEtHodS

17.3.1  study area

The experiment was conducted on a pasture at George Washington Carver farm 
at Lincoln University in Jefferson City, MO. The experimental field and sampling 
sites is shown in Figure 17.1. The latitude and longitude coordinates of the site are 
38°31′45″N and 92°08′07″W, respectively. The study area is a 1.42 ha area that is 
dominated by Brome grass. Brome grass is a cool season grass that is very popular 
in the production of hay. The soil type of this site is Elk Silt Loam (Ultic hapludalts). 
In 2006, this area experienced a drought during the spring and summer months 
and only received an annual precipitation of 990 mm. The total rainfall from June 
through November was 310 mm with an average temperature of 27°C.

Chamber

N

S

W E

Pasture

0 0.5 1 2 m
Scale: 1:37.5067

FigurE 17.1  Experimental field (pasture) used in the case study.
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17.3.2  air samPLing For determination oF co2, ch4, and n2o emissions

Twenty cylindrical polyvinylchloride chambers of 0.30 m length and 0.20 m in diame-
ter were permanently inserted into the soil to a depth of 0.03 m since summer of 2003. 
The sampling chambers were arranged in five rows and each row had four chambers 
separated each other by about 30 m. The design of the sampling chamber is a modified 
version of Hutchinson and Mosier8 and Robertson.9 The chambers were constructed 
with two ventilation holes on the sides. They had circular tops made from Plexiglas, 
which contained two additional holes. One of the holes was covered by a stopper 
for the extraction of gases and while the other served for ventilation. Installation of 
these chambers permanently since 2003 kept soil undisturbed. Before air sampling, 
an assessment of the chambers was done to assure that all chambers were in perfect 
condition. During air sampling, the groove was filled with Dow Corning high-vacuum 
grease and a lid was placed over the top. Atmospheric samples in the chambers were 
collected by sealing the chamber holes with rubber stoppers, sealing the surface of the 
chamber, and collecting a sample with a 50 mL syringe placed in a 200 mL Tedlar bag 
after 30 min. An air sample was also collected at about 1.5 m above the chamber for 
the determination of CO2, CH4, and N2O concentrations in the ambient air. Samples 
were analyzed for CO2, CH4, and N2O at the Lincoln University’s Dickinson Research 
Laboratory within 2 h of collection. The concentration of each GHG was measured 
using a gas chromatograph (GC) with an electron capture detector. Three standards 
with known concentrations of CO2, CH4, and N2O were first analyzed before injecting 
the samples into the GC. The data was then transferred into an excel data sheet where 
the gas fluxes were calculated. A positive value represents gas emission from the soil, 
while a negative value represents gas uptake. Fluxes were calculated according to 
Ginting et al.10 The equation used in this calculation was

 
F V

A
C
t

273
T

= 





ρ ∆
∆ α

 

where
F is the gas production rate
ρ is the gas density (kg m−3) under standard conditions
V (m3) and A (m2) are the volume and area of the chamber, respectively
ΔC/Δt is the ratio of change in the gas concentration inside the chamber 

(10−6 m3 m−3 h−1)
T is the absolute temperature
α is the transfer coefficient (12/44 for CO2, 12/16 for CH4, and 28/44 for N2O)

17.3.3  geosPatiaL anaLysis

After air samples analyses for the determination of CO2, CH4, and N2O concen-
trations, the data was entered into a Microsoft Excel worksheet and summaries of 
simple statistics (mean, standard deviation [SD], coefficient of variation [CV], mini-
mum, median, and maximum) were calculated. These simple statistics (minimum 
and maximum) were used to calculate the total flux for the entire pasture using the TA. 
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This approach consisted in calculating the lower end (minimum) and upper end 
(maximum) flux for the entire pasture as the product of the pasture area (14,200 m2) 
multiplied by the flux value (minimum and maximum) obtained from points mea-
surements. In the second approach, interpolated maps (from points measurements) 
portraying the distribution zones (classes) of CO2, CH4, and N2O fluxes across the 
pasture for each sampling period were produced, classified, and their areas deter-
mined. Then, a total flux was calculated as the sum of individual total flux for 
each classified zone. The all process consisted in transferring the pasture map into 
ARCGIS 9.3 (ArcMap) and joining the flux data to ArcMap, producing interpolated 
maps of CO2, CH4, and N2O using ARCGIS 9.3 Spatial Analyst Extension with the 
IDW as the interpolation method. The default map classification method was equal 
interval and the number of classes (zones) was limited to nine. Interpolated flux 
maps were exported in JPEG format but later converted into TIFF format using 
Adobe Photoshop 7.0. Converted flux maps were then opened and classified using 
Multispec 3.2 software. The maximum likelihood method was used as the classifica-
tion method and the classification accuracy was assessed using the kappa coefficient. 
Nine zones (classes) corresponding to the map produced with ARCGIS were classi-
fied in each flux map (treated as a satellite image). All classified maps had an  overall 
classification accuracy (kappa coefficient) above 95%. After classification, maps 
fluxes were retrieved in ArcView–GIS 3.2 for compatibility reason, then transferred 
in ARCGIS 9.3. The entire approach is summarized in Nkongolo et al.11 This process 
is summarized in Figure 17.2.

Interpolate by
kriging

Change maps format
from JPEG to TIFF

Change maps format
from JPEG to TIFF

Calculate total flux (TF) by
traditional method TF = average

flux * field total area

Fit No
Interpolate by inverse

distance weighing

............ GS+/ARCGIS

............ Zone*�ux

...... ΣZone*�ux

............ Multispec
   (area)

Collect data on CO2, CH4, and
N2O emissions

Fit data to a variogram
model

Produce maps

Classify maps

Calculate fluxes by
zones

Calculate improved
total field flux

(tiff )

FigurE 17.2  A schematic showing project activities.
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17.4  rESultS

17.4.1  FLuctuations oF co2, ch4, and n2o in the Pasture

Summaries of simple statistics for GHG fluxes measured in June, July, and August are 
shown in Table 17.1. To demonstrate the type of data that was collected, interpolated, 
and classified, maps for CO2, N2O, CH4, and CH4 classification procedure for June 
2006 are shown in Figures 17.3 through 17.6. Means CO2 emissions decreased from 
June to August and were 87.11, 48.04, and 47.43 mg CO2–C m2 h−1, respectively. The 
variability in CO2 emissions also decreased from June to August as shown by low 
coefficients of variation and SD. Overall, CO2 emissions data approached normality 
as shown by the means that are almost the same with medians (June data) and low 
skewness and kurtosis values. Methane (CH4) showed a different trend, shifting from 
emissions in June to July and August. The means were 7.45, −14.15, and −12.29 μg 
C–CH4 m2 h−1, respectively. Similarly to CO2 emissions, the variability in CH4 fluxes 
decreased nearly 100 times from June to August as shown by low CV and SD in July 
and August. In addition, CH4 uptake (negative emissions) means in July and August 
were closer to their medians, implying that this data approached normality. Nitrous 
oxide (N2O) emissions tripled from June to July and decreased 10 times from July to 
August. The means were 13.47, 40.64, and 4.06 N2O–N m2 h−1, respectively. SD and 
CV also increased then decreased in the same pattern as did the means. CH4 data of 
August approached normality as shown by the mean that was closer to its median.

17.4.2   caLcuLation oF totaL FLux For the entire Pasture 
By the traditionaL aPProach

CO2, CH4, and N2O fluxes (minimum and maximum) for the entire pasture (14,200 m2) 
calculated using the TA are shown in Table 17.2. The minimum CO2 emission for 
the entire pasture was 164.58 g CO2–C h−1 in June, then increased three times in 

taBlE 17.1
Summary of Simple Statistics for greenhouse gases (co2, cH4, 
and n2o) in a Pasture in missouri in 2006

co2 (mg co2–c m−2 h−1) cH4 (𝛍g cH4–c m−2 h−1) n2o (𝛍g n2o–n m−2 h−1)

June July august June July august June July august

Mean 87.18 48.04 47.43 7.45 −14.15 −12.29 13.47 40.64 4.06

SD 33.81 11.71 14.47 44.91 8.67 11.49 14.54 59.41 4.59

CV 38.78 24.37 30.51 602.85 61.29 93.45 107.90 146.19 113.05

Min 11.59 33.74 20.44 −62.22 −28.85 −31.65 −4.01 3.92 −2.92

Med 87.14 46.45 46.01 −0.25 −15.22 −16.56 8.60 18.64 3.91

Max 173.62 83.53 74.23 108.93 0.16 11.91 58.57 238.26 15.33

Skewness 0.21 1.36 0.01 0.64 0.20 0.32 2.09 2.31 0.58

Kurtosis 1.24 2.21 −0.28 −0.31 −0.85 −0.74 3.78 4.54 0.12

Min, minimum; Max, maximum; Med, median; SD, standard deviation; CV, coefficient of variation.
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July (479.11 g CO2–C h−1), and finally decreased about 1.5 times in August (290.25 g 
CO2–C h−1). The maximum emissions of CO2 were higher (as expected), but followed 
the same trend as the minimum emissions, i.e., increasing from June to July and 
decreasing from July to August. The ratios between the maximum and the minimum 
CO2 flux were 15, 2.5, and 3.6, for June, July, and August, respectively. For methane 
(CH4), the lower-end fluxes in the pasture resulted in an uptake of 883.52, 409.67, 
and 449.43 mg CH4–C h−1 in June, July, and August, but emissions of 1546.81, 2.27, 
and 169.12 mg CH4–C h−1 for the same months, respectively. Similarly to CH4, the 
minimum fluxes of N2O for the pasture resulted in an uptake of 56.94 and 41.46 mg 
N2O–N h−1 in June and August, but an emission of 55.66 mg N2O–N h−1 in July.

17.4.3   caLcuLation oF totaL FLux For the entire Pasture 
By the gis aPProach

CO2, CH4, and N2O fluxes (minimum and maximum) for the entire pasture 
(14,200 m2) calculated using the GIS approach are shown in Tables 17.3 through 17.5, 

119.61–137.6
137.61–155.6
155.61–173.61

(a)

(b)

CO2
11.59–29.59
29.6–47.6
47.61–65.6
65.61–83.6
83.61–101.6
101.61–119.6

CO2
Class 1
Class 2
Class 3
Class 4
Class 5
Class 6
Class 7
Class 8
Class 9

FigurE 17.3  Interpolated (a) and classified (b) maps of CO2 emissions in June 2006.
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respectively,  for June, July, and August. Table 17.3 shows that both the minimum 
and maximum emissions of CO2 emissions in the pasture were highest in June and 
similar for July and August. The ratios between the maximum and minimum were 
small and close to one. Methane (CH4) exhibited similar monthly trends with highest 
values of either uptake or emissions in June and lower values in July and September. 
Finally, the minimum emissions for N2O in the pasture were 138.76 mg N2O–N h−1 
in June and doubled to 379.18 mg N2O–N h−1 in July and decreased eight times to 
44.08 mg N2O–N h−1 in August. The maximum emissions followed similar monthly 
trends, almost tripling from June to July and decreasing 10 times from July to August.

17.4.4   comParison BetWeen ta and gis aPProaches 
in caLcuLating totaL FLux in the Pasture

Table 17.6 shows the minimum and maximum fluxes of CO2, CH4, and N2O calculated 
using both the TA and GIS approaches. Overall, the TA approach underestimated the 
minimum flux while it overestimated the maximum flux of CO2, CH4, and N2O for the 

N2O
Class 1
Class 2
Class 3
Class 4
Class 5
Class 6
Class 7
Class 8
Class 9

N2O
–4–2.95
2.96–9.9
9.91–16.85
16.86–23.8
23.81–30.75
30.76–37.7
37.71–44.65
44.66–51.6
51.61–58.56

(a)

(b)

FigurE 17.4  Interpolated (a) and classified (b) maps of N2O fluxes in June 2006.
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entire pasture. For CO2, the minimum flux was underestimated by 25% and 54% in July 
and August while the maximum flux was overestimated by 80%, 66%, and 48% during 
the same months. CH4 minimum uptake was underestimated by 140141, 84%, and 100% 
in June, July, and August while the maximum flux was overestimated by 474%, 101%, 
and 208% in the same months. Finally, N2O minimum flux was underestimated by 
141%, 85%, and 194% and the maximum flux overestimated by 250%, 351%, and 199%.

17.5  caSE Study

17.5.1  What you need: soFtWare and data

You can use a variety of GIS programs, such as ArcView 3.xx, ARCGIS 8.xx, 
ARCGIS 9.xx, or another GIS software, to help you produce interpolated maps. If 
you are using ArcView or ARCGIS, make sure that you have a corresponding version 
of spatial analyst extension. You will also need a software that will help you clas-
sify your map such as Erdas Imagine, Multispec, Scion. In this case study, we used 
ARCGIS 9.2 for mapping and MultispecW32 for classifying our map. MultispecW32 

–62.21 to –43.19
CH4

CH4

–43.18 to –24.18
–24.17 to –5.17
–5.16 to 13.85
13.86 to 32.86
32.87 to 51.87
51.88 to 70.89
70.9 to 89.9
89.91 to 108.92

(a)

(b)

Class 1
Class 2
Class 3
Class 4
Class 5
Class 6
Class 7
Class 8
Class 9

FigurE 17.5  Interpolated (a) and classified (b) maps of CH4 fluxes in June 2006.
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is available freely on the Internet. Download MultispecW32 at http://cobweb.ecn.
purdue.edu/∼biehl/MultiSpec/download_win.html. Make sure that you choose a ver-
sion compatible with your hardware and software. Save it in your computer and 
follow the directions given on the website to install the software. Before classifying 
your map (if you will use MultispecW32), you will need to preprocess your map: clip 
the map body and save it in “TIFF” format. If you are using ARCGIS 9.2, you may 
complete these operations within the same software and transfer your clipped map 
to MultispecW32 directly for classification. However, in this case study, even though 
we are using ARCGIS 9.2, we used Adobe Photoshop 7.0 to clip our map and change 
its format before classification as this may also be helpful to those producing their 
interpolated maps in GS+, Surfer, MapViewer, or other software that might not allow 
clipping, change of format, and direct transfer to MultispecW32 or the map classifi-
cation software being used.

FigurE 17.6  Classification process of CH4 fluxes map in Multispec 3.2.

taBlE 17.2
total Flux of co2, cH4, and n2o in a Pasture in missouri in 2006: 
calculation-Based taa

co2 (g co2–c h−1) cH4 (mg cH4–c h−1) n2o (mg n2o–n h−1)

June July august June July august June July august

Min 164.58 479.11 290.25 −883.52 −409.67 −449.43 −56.94 55.66 −41.46

Max 2465.40 1186.13 1054.07 1546.81 2.27 169.12 831.69 3383.29 217.69

Range 2300.83 707.02 763.82 2430.33 411.94 618.55 888.64 3327.63 259.15

a The field area (14,200 m2) is multiplied by the min (minimum) or the max (maximum) flux value 
found in Table 17.1 to obtain the min and max flux for the entire field.

© 2011 by Taylor and Francis Group, LLC



Quantifying	Greenhouse	Gas	(CO2,	CH4,	and	N2O)	 287

To start, go to the folder of this chapter and copy the following files: “chamber.
shp, chamber.dbf, chamber.shx, chamber.prj, pasture.shp, pasture.dbf, pasture.shx, 
pasture.prj, and Table 7.xls.” Pasture.shp is the 14,200 m2 plot where this study was 
conducted. Chamber.shp contains the 20 locations where chambers were installed 
in order to collect soil air and measure its concentration of CO2, CH4, and N2O. 

taBlE 17.3
total Flux of co2 in a Pasture in missouri in 2006: calculation 
from classified Flux maps—giS-Based approacha

Zones

min Flux 
(mg c–co2 

m−2 h−1)

max Flux 
(mg c–co2 

m−2 h−1) area (%) area (m2)

total min 
(g c–co2 

h−1)

total max 
(g c–co2 

h−1)

June 1 11.59 29.59 1.30 184.60 2.14 5.46

2 29.59 47.59 3.10 440.20 13.02 20.95

3 47.59 65.59 8.40 1,192.80 56.77 78.24

4 65.59 83.59 34.40 4,884.80 320.41 408.32

5 83.59 101.60 27.10 3,848.20 321.65 390.98

6 101.60 119.60 18.60 2,641.20 268.33 315.89

7 119.60 137.60 3.60 511.20 61.12 70.34

8 137.60 155.60 1.70 241.40 33.16 37.56

9 155.60 173.60 1.60 227.20 35.32 39.44

Total 99.89 14,171.60 1,111.92 1,367.18

July 1 33.75 39.28 5.87 833.54 28.13 32.74

2 39.28 44.81 40.05 5687.10 223.39 254.84

3 44.81 50.34 27.52 3,907.84 175.11 196.72

4 50.34 55.87 14.16 2,010.72 101.22 112.34

5 55.87 61.4 6.89 978.38 54.66 60.07

6 61.4 66.93 1.56 221.52 13.60 14.83

7 66.93 72.46 1.79 254.18 17.01 18.42

8 72.46 78 1.39 197.38 14.30 15.40

9 78 83.53 0.79 112.18 8.75 9.37

Total 100.02 14,202.84 636.18 714.72

August 1 20.44 26.41 1.14 161.88 3.31 4.28

2 26.41 32.39 3.35 475.70 12.56 15.41

3 32.39 38.36 4.8 681.60 22.08 26.15

4 38.36 44.31 25.83 3,667.86 140.70 162.52

5 44.31 50.31 34.38 4,881.96 216.32 245.61

6 50.31 56.29 17.29 2,455.18 123.52 138.20

7 56.29 62.26 8.41 1,194.22 67.22 74.35

8 62.26 68.24 3.84 545.28 33.95 37.21

9 68.24 74.22 0.96 136.32 9.30 10.12

Total 100 14,200 628.96 713.85

a Flux maps produced with ARCGIS spatial analyst extension are classified using Multispec to 
determine the area covered by each zone.
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Both chamber and pasture files are projected into “Geographic Coordinates,” that 
is why files with extension “prj” are included. Table 7.xls contains the longitude 
and latitude of each chamber as well as data on CO2 (mg C–CO2 m2 h−1), CH4 
(μg C–CH4 m2 h−1), and N2O (μg N–N2O m2 h−1) collected at each point. Temp is 
the soil temperature.

taBlE 17.4
total Flux of c–cH4 in a Pasture in missouri in 2006: calculation 
from classified Flux maps—giS-Based approacha

Zones

min Flux 
(mg c–cH4 

m−2 h−1)

max Flux 
(mg c–cH4 

m−2 h−1) area (%) area (m2)

total min 
(mg 

c–cH4 h−1)

total max 
(mg 

c–cH4 h−1)

June 1 −62.2 −43.19 0.9 127.8 −7.95 −5.52

2 −43.19 −24.17 9.3 1,320.6 −57.04 −31.92

3 −24.17 −5.16 25.38 3,603.96 −87.11 −18.60

4 −5.16 13.84 23.69 3,363.98 −17.36 46.56

5 13.84 32.86 21 2,982 41.27 97.99

6 32.86 51.87 9.77 1,387.34 45.59 71.96

7 51.87 70.88 7.49 1,063.58 55.17 75.39

8 70.88 89.9 1.8 255.6 18.12 22.98

9 89.9 108.91 0.68 96.56 8.68 10.52

Total 100.01 14,201.42 −0.63 269.35

July 1 −28.85 −25.63 1.60 227.20 −6.55 −5.82

2 −25.63 −22.4 4.00 568.00 −14.56 −12.72

3 −22.4 −19.18 10.30 1,462.60 −32.76 −28.05

4 −19.18 −15.96 13.70 1,945.40 −37.31 −31.05

5 −15.96 −12.73 32.90 4,671.80 −74.56 −59.47

6 −12.73 −9.51 22.90 3,251.80 −41.40 −30.92

7 −9.51 −6.29 8.00 1,136.00 −10.80 −7.15

8 −6.29 −3.07 4.70 667.40 −4.20 −2.05

9 −3.07 −0.16 1.80 255.60 −0.78 −0.04

Total 99.90 14,185.80 −222.93 −177.28

August 1 −31.64 −26.80 8.70 1,235.40 −39.09 −33.11

2 −26.80 −21.96 4.80 681.60 −18.27 −14.97

3 −21.96 −17.12 17.10 2,428.20 −53.32 −41.57

4 −17.12 −12.28 26.80 3,805.60 −65.15 −46.73

5 −12.28 −7.45 17.60 2,499.20 −30.69 −18.62

6 −7.45 −2.61 16.90 2,399.80 −17.88 −6.26

7 −2.61 2.22 5.30 752.60 −1.96 1.67

8 2.22 7.06 1.80 255.60 0.57 1.80

9 7.06 11.90 1.00 142.00 1.00 1.69

Total 100.00 14,200.00 −224.79 −156.10

a Flux maps produced with ARCGIS spatial analyst extension are classified using Multispec to deter-
mine the area covered by each zone.
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taBlE 17.5
total Flux of n2o in a Pasture in missouri in 2006: calculation 
from classified Flux maps—giS-Based approacha

Zones

min 
Flux (mg 
n–n2o 
m−2 h−1)

max 
Flux (mg 
n–n2o 
m−2 h−1)

area 
(%) area (m2)

total min 
(mg n–n2o h−1)

total max 
(mg n–n2o h−1)

June 1 −4 2.95 1.94 275.48 −1.10 0.81

2 2.95 9.89 34.4 4,884.8 14.41 48.31

3 9.89 16.85 46.33 6,578.86 65.06 110.85

4 16.85 23.8 8.23 1,168.66 19.69 27.81

5 23.8 30.75 3.3 468.6 11.15 14.41

6 30.75 37.7 2.94 417.48 12.84 15.74

7 37.7 44.66 1.81 257.02 9.69 11.48

8 44.66 51.6 0.69 97.98 4.38 5.06

9 51.6 58.56 0.36 51.12 2.64 2.99

Total 100 14,200 138.76 237.47

July 1 3.94 29.97 53.55 7,604.10 29.96 227.89

2 29.97 56.01 29.49 4,187.58 125.50 234.55

3 56.01 82.04 7.27 1,032.34 57.82 84.69

4 82.04 108.07 3.82 542.44 44.50 58.62

5 108.07 134.11 1.90 269.80 29.16 36.18

6 134.11 160.14 1.48 210.16 28.18 33.66

7 160.14 186.17 1.00 142.00 22.74 26.44

8 186.17 212.21 0.97 137.74 25.64 29.23

9 212.21 238.24 0.52 73.84 15.67 17.59

Total 100.00 14,200.00 379.18 748.85

August 1 −2.91 −0.89 2.11 299.62 −0.87 −0.27

2 −0.89 1.13 9.48 1,346.16 −1.20 1.52

3 1.13 3.16 28.93 4,108.06 4.64 12.98

4 3.16 5.19 25.41 3,608.22 11.40 18.73

5 5.19 7.21 24.65 3,500.30 18.17 25.24

6 7.21 9.24 4.65 660.30 4.76 6.10

7 9.24 11.27 2.48 352.16 3.25 3.97

8 11.27 13.29 1.39 197.38 2.22 2.62

9 13.29 15.32 0.9 127.80 1.70 1.96

Total 100 14,200.00 44.08 72.85

a Flux maps produced with ARCGIS spatial analyst extension are classified using Multispec to determine 
the area covered by each zone.
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17.5.2  Production oF interPoLated maPs in arcgis 9.2

This exercise uses data stored in the data disk under Table 17 data tables. To start, 
open ARCGIS and launch ArcMap. On “Start using ArcMap with” tab, select 
“A new empty map,” then click “Ok.” Click on “add data” (the + button) and navi-
gate to the folder where you saved the data. Click on chamber, then press and hold 
the “ctrl” key and click also on “pasture” and release “ctrl” and click “Ok.” Both 
chamber and pasture will be displayed. Right click on “chamber,” then “open attri-
bute table,” the table shows only “FID” (0–19), “shape” (point), and “ID” (1–20). To 
add the data, right click on “chamber” → “join and relate” → “join.” In the “join 
table,” make sure that “join attributes from a table” is displayed under “what do you 
want to join to this layer?” Choose “ID” for “1. Choose the field in this layer that the 
join will be based on,” for “2. Choose the table to join, or load the table from disk,” 
browse to the folder where you saved the data and click on “Table 7.txt.” Table 7.txt 
will appear on (2). If it does not work, try one of these two options, either “add” 
Table 7.txt to your layers as you did for “chamber.shp” before joining, or try to 
join “Table 7.xls” instead of “Table 7.txt.” For joining “Table 7.xls,” browse to your 
folder and click “Table 7.xls.” On the “Add” table that will appear, double click on 
“sheet 1$.” You will see “sheet 1$” under (2). For step “3. Choose the field in the 
table to base join on,” choose “ID,” then click “Ok.” Make also sure that other fields 
such as “longitude, latitude, CO2, CH4…” appear when you click on ID. If not, your 
join was not successful. To make sure the table was joined correctly, right click on 
“chamber” again, then “open attribute table.” The data has been joined but “sheet 
1$” (Figure 17.7) has been added to fields such as longitude, latitude… to tell that 
the source of the data is “sheet 1$.”

Now you are ready to start making your maps. You need to activate your “spatial 
analyst extension.” To do so, on ArcMap file menu, go to “tools” → extensions and in 
the extensions table, check “Spatial Analyst.” The extension is activated but may not 
show up on the toolbars. Therefore, you need to go to “View → Toolbars” → then check 
“Spatial Analyst.” The extension is now displayed. Go to “Spatial Analyst → Options” 

taBlE 17.6
comparison between ta and giS for calculating co2, cH4, 
and n2o Fluxes for the Entire Pasture

co2 (g co2–c h−1) cH4 (μg cH4–c h−1) n2o (g n2o–n h−1)

ta giS ta giS ta giS

June Min 164.58 1111.19 −883.52 −0.63 −56.94 138.76

Max 2465.40 1367.18 1546.81 269.35 831.69 237.47

July Min 479.11 636.18 −409.67 −222.93 55.66 379.18

Max 1186.13 714.72 2.27 −177.28 3383.29 748.85

August Min 290.25 628.96 −449.34 −224.79 −41.46 44.08

Max 1054.07 713.85 169.12 −156.10 217.69 72.85

© 2011 by Taylor and Francis Group, LLC



Quantifying	Greenhouse	Gas	(CO2,	CH4,	and	N2O)	 291

and in the option table, click the “general tab,” for the “working directory,” browse 
and select your working folder, for “analysis mask,” select “pasture.shp” in your 
working folder. Then, click on “extent tab,” for “analysis extent,” select “same as 
layer” “pasture.shp,” then move to “cell size tab” and for “analysis cell size,” select 
“maximum of inputs” and click “Ok.” You are done setting the analysis mask. To 
make your first map for “CO2” for example, go to “Spatial Analyst” → Interpolate 
to raster → Inverse distance weighted. On the “inverse distance weighted” table, use 
the following parameters: Inputs point: Chamber; Z value field: “Sheet 1$.CO2” and 
leave the other parameters to default, but for the “output raster,” browse to your 
working folder and on the “save as” table, give a name such as “CO2” and click “Ok.” 
An interpolated map of CO2 is displayed. If you cannot see it, uncheck the chamber 
layer or simply move the new “CO2” layer at the top of your layers. To make maps 
of CH4 and N2O, repeat the process as you did for CO2. Now, let’s go back to our 
CO2 map. Right click on CO2 layer (top left of your screen), then “properties” and 
the “layer properties” is displayed. On the “layer properties,” right click on the data 
below “label”-format level, the category is “numeric” and below “rounding,” check 
“number of decimal places” and set this number to “2.” The rest is left to default. 
Note that the classification method is “equal interval” and the number of class is left 
to 9 (default). Double click on the color of Class 1 (11.62–29.62) in the legend and 
a box with colors appears. Point your mouse to any of the colors, the color’s name 
appears. In fact, you need to have a map with clear distinction between the colors of 
each class. If the distinction is not clear enough, you may have hard time classifying 
the map and the best option is to change the color as we did in this study case. For 
this case study, the following colors were chosen: Class 1: Black; Class 2: Lemon 
grass; Class 3: Fir green, Class 4: Light vert, Class 5: Cherry cola, Class 6: Solar 
yellow, Class 7: Lapio lazuli, Class 8: Mars red, and Class 9: Arctic white. Uncheck 

FigurE 17.7  Joining Table 7.xls to chamber.shp in ArcMap.
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layers “chamber” and “pasture,” change the display to “layout view” to create a map 
layout—then insert the legend as follows: go to Insert → legend and on the “legend 
wizard” table, just continue to click next until you reach the end (finish) and the 
legend is displayed in the layout view. Go to file → page and print setup and in 
“page and print setup table,” change the orientation to “landscape” so that it can easily 
fit the CO2 map and its legend inside the box. Add other map elements (north arrow, 
title) as needed. When you finish, print a copy (preferably with a color printer) of 
your map, then go to File → Export on the “Export map tab,” change the file name to 
“CO2_Emissions” and change the “save as” to “JPEG” from the dropdown list. Save 
your map (Figure 17.8) to your folder and repeat the same process for CH4 and N2O.

Make sure that you uncheck the CO2 layers when making CH4 map and uncheck 
CH4 layer when you make N2O map. When you are done, save your work: File → save 
as. This will be a map document with an extension “mxd.” If you need to come back 
and redo your maps, you will not need to go through the entire process again, but 
after launching ArcMap, “open an existing map” to have this screen again (as far as 
you keep all your files in the same directory). Exit ArcMap and take your hard copy 
map. Open excel and create a file and write in column A: Class (1–9, see above), 
column B: the color of each class (see above), column C: “Point Min CO2” which is 
the minimum value of CO2 emission of the class as given in the legend (this value is 
11.62 for Class 1), and column D: “Point Max CO”: or the maximum value of CO2 
emission of the class as given in the legend (this value is 29.62 for Class 1), then save 
your work (Table 8.xls). Repeat the operations for CH4 and N2O. When you are done 
with recording your classes and the corresponding minimum and maximum values, 
close excel and open Adobe Photoshop.
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29.63–47.62

11.62–29.62
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47.63–65.62

65.63–83.61

83.62–101.61

101.62–119.61

119.62–137.61

137.62–155.6

155.61–173.6
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Pasture

FigurE 17.8  Interpolated map of CO2 emissions in the pasture.
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17.5.3  reFormatting maPs using adoBe PhotoshoP 7.0

In Adobe Photoshop, open “CO2_Emissions.JPEG” that you exported ear-
lier from ArcMap. Using the “Rectangular Marquee” tool (M), select only 
the body of your map, avoiding the legend, north arrow, and white areas, then 
Edit → Copy → File → New → Ok (Figure 17.9).

On the “New” tab, go to → Edit → paste. Then File → Save as, in the “save as” 
table, make sure that your folder is the one shown in “save in,” change the file name 
to “CO2_Em” and change the format to “TIF (*.TIF; *.TIFF)” from the dropdown 
list (Figure 17.10). Below “Save options,” make sure that “Layers” and “Use Lower 
Case Extension” are checked.

Then, click on “save.” In the “TIF Options” that will appear after you click save, 
make sure that “None” is selected under “Image Compression,” under “Byte Order,” 
select “IBM PC” and for “Layer Compression,” “RLE (faster saves, bigger files)” 
should be checked. Then, click Ok → Ok (Figure 17.11).

Repeat these operations for CH4 and N2O maps. You are now ready to classify 
your map using MultispecW32.

17.5.4  cLassiFication oF maPs using muLtisPecW32

Open “MultispecW32” that you downloaded from the Internet and go to 
File → Open Image, browse to your folder, click on “CO2_Em.TIFF,” then click 

CO2 emissions
11.62–29.62
29.63–47.62
47.63–65.62
65.63–83.61
83.62–101.61
101.62–119.61
119.62–137.61
137.62–155.6
155.61–173.6
Chamber
Pasture

S
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N
W

FigurE 17.9  Clipping the map of CO2 emissions in Adobe Photoshop.
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“Ok” on the “Set Display Specifications for” tab that is added to your view and 
the CO2 map is displayed. Click on “Processor → Statistics,” and a “Set Project 
Options” tab is added to your view. In the “Set Project Options” tab, make sure 
that “training fields, test fields, show classes names, and show fields names” are 
all checked (Figure 17.12), then click “Ok” and another tab named “Project” is 
added to your view.

FigurE 17.10  Changing the format of CO2 emissions map in Adobe Photoshop.

FigurE 17.11  Saving the final map of CO2 emissions in Adobe Photoshop.
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Take the hard copy of the map you printed earlier and use it as reference. 
Assuming that your Class 1 corresponds to “black,” Class 2 to “Lemon grass,” 
Class 3 to “Fir green,” and so on (see Section 17.5.3), start your classification with 
Class 1. Using your mouse, draw a small square or rectangle in Class 1 (inside the 
dark circle), then click on “Add to List” in the “Project” tab. In the “Define Class 
and/or Field Description” tab that appears, the “Class” is set to “New” and “Enter 
Class Name” is automatically set to “Class 1.” If you did not start with Class 1 
(or black color), write the appropriate class number. Below Class 1, the number 
of pixels is given for the sample you took (the square or rectangle you drew). It is 
advised to take many samples per class, depending on your map (simulated to a 
satellite image), but in this case study, you took only one sample per class. Also, 
in the “Enter Field Identifier,” “Field 1” is automatically given and will continue to 
increase as you sample. On “Area Type,” make sure that “Training Field” is checked 
when you are ready to classify your map. However, if you are not ready to classify 
your map, you can first practice by checking “Test Field.” Click “Ok” and “Class 
1, Field 1” appear inside the black color in your map and move to “Class 2” (color 
Lemon grass). Draw a small rectangle in area of Class 2, then click “Add to List.” In 
the “Define Class and/or Field Description,” change “Class 1” to “New” using the 
dropdown list and “Class 2” is displayed under “Enter Class Name.” Do not worry 
about the field, which is automatically changed to field 2. Click “Ok” and move on 
to Class 3 (color: Fir green), Class 4 (color: Light vert), 5, 6, 7, 8, and 9 (color: Arctic 
red) (Figure 17.13).

When you finish, go to “Processor” → “Classify.” In the “Set Classification 
Specifications” tab that appears, make sure that the “Procedure” is “Maximum 
Likelihood” and check “Disk File” under “Write Classification Results To.” Click 

FigurE 17.12  Opening CO2 emissions clipped map in MultispecW32.
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“Ok,” then on “Multispec Windows Application,” click “Ok” and save the “classifi-
cation” as “CO2_Em.” On the dropdown list, the file type should be “Thematic.gis” 
(this is your classified map that you can open in ArcMap) (Figure 17.14).

The classification results (text output) are displayed behind the map on your view. 
You can minimize your map, then copy the text output and save it in MS word 

FigurE 17.13  Classifying the map of CO2 emissions in MultispecW2.

FigurE 17.14  Saving the classified map of CO2 emissions in MultispecW32.
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(Table 9.doc). You can also directly save the text output as a txt file and later open 
it with MS word or excel. This output contains information on all the operations, 
but you only need the last page showing both your “Kappa Statistic” and the “Class 
Distribution” (percent of each class). If your kappa coefficient is between 90% and 
100%, you did a good job in your classification (Figure 17.15).

However, verify that the percentage given is proportional to the size of each color 
in the map. For example, Class 1 cannot be more than Class 3. Print your “Class 
Distribution” and save your output. Repeat these operations to classify CH4 and N2O 
maps (note these are maps in TIFF format prepared in Adobe Photoshop).

17.5.5  caLcuLation oF gas FLuxes For the FieLd

17.5.5.1  traditional approach
Tables 17.7 through 17.9 are available in Chapter 17 data disk. Open Table 7 on the 
data disk (Chapter 17 data) that you downloaded at the beginning of this project 
and generate a summary of simple statistics, but you are interested only in the 
minimum and maximum values of CO2, CH4, and N2O from point measurements 
across the pasture (Table 17.1). For CO2, the minimum emission is 11.59 mg and 
the maximum emission is 173.62 mg C–CO2 m2 h−1. The total area of the pas-
ture is 1.42 ha or 14,200 m2. Therefore, the minimum CO2 emission for the entire 
pasture (Pasture Min CO2) = 11.59 mg C–CO2 m2 h−1 × 14,200 m2 = 164.58 g of 
C–CO2 h−1. The maximum CO2 emission for the pasture (Pasture Max CO2) = 
173.62 mg C–CO2 m2 h−1 × 14,200 m2 = 2,465.40 g C–CO2 h−1. Repeat the same 
operations to calculate the pasture minimum and maximum emissions (or uptake) 
for CH4 and N2O.

FigurE 17.15  Classification performance and class distribution for CO2 emissions map.
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17.5.5.2  giS approach
Take your “class distribution” printout from Section 17.5.4. and open your “Table 
8.xls” you made in Section 17.5.2 after making your interpolated maps and in which 
you wrote the minimum and maximum values of CO2 emission for each class. Add 
new columns: E. Class % (values from “Class Distribution” in your printout in 
Section 17.5.4, see Table 9.doc), F. Class area, G. Pasture min CO2, and H. Pasture 
max CO2. Then, calculate columns F, G, and H as follows: F = (E × 14,200)/100, 
G = F × C, and H = F × D. At the bottom of Table 17.2, calculate the total for F, G, 
and H. Verify that F = 14,200 (or closer to) for the total area.

17.5.5.3  comparison of Both approaches
Compare values of pasture min CO2 and pasture max CO2 obtained in Sections 
17.5.5.1 and 17.5.5.2 (Table 17.10). For the GIS approach (Section 17.5.5.2), these 
values are given by the totals in column G for pasture min CO2 and column H 
for pasture min CO2. Calculate the ratio TA/GIS to decide whether there is an 
overestimation (TA/GIS > 1) or an underestimation (TA/GIS < 1) of total CO2 
emissions by the TA approach. The TA underestimated six times the minimum 
CO2 emissions from the pasture and overestimated about two times the maximum CO2 
emissions from the entire pasture.

17.6  concluSion

We evaluated two approaches to calculate the total flux (minimum and maximum) of 
CO2, CH4, and N2O emitted from a 14,200 m2 pasture. The first approach, named as 
the traditional approach (TA), consisted in multiplying the minimum and maximum 
flux values obtained from 20 point measurements across the pasture by the pasture 
area. The second approach, named “GIS,” consisted in producing an interpolated 
flux map from the 20 points, treating the map as a satellite image, classifying the 
map to determine the area covered by each flux zone, and finally, calculating a total 
flux as the sum of flux in each classified zone. Our results showed that the TA did 
underestimate the minimum flux while it overestimated the maximum flux for the 
entire pasture. This approach is a promising tool for quantifying GHG fluxes in agri-
cultural fields. It can also be used to quantify the amount of nutrients to apply to soil 
during fertilization campaign.

taBlE 17.10
comparison between the ta and giS approach for Estimation 
of total co2 Emissions in a Pasture

traditional approach (ta) giS approach (giS) ratio (ta/giS)

Pasture min CO2 
(g C–CO2 h−1)

164.58 1135.85 0.15

Pasture max CO2 
(g C–CO2 h−1)

2465.40 1391.92 1.77
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18.1  ExEcutivE Summary

In production agriculture, energy efficiency can be significantly improved by match-
ing the crop’s N fertilizer needs and requirements. Current approaches for estimat-
ing optimum nitrogen fertilizer rates for maize (Zea mays L.) are generally based 
on regionalized mass-balance equations or expected economic returns. However, 
N losses occur from dynamic and complex interactions among weather, soil organic 
matter (SOM) mineralization and hydrology, crop water and N uptake, and manage-
ment practices. This results in spatially and temporally variable fertilizer N needs. 
Studies have documented that early-season weather impacts changes between the 
inorganic and organic soil N pools, which contributes to variability in calculated 
maize economic optimum in-season N rate values. These interacting and complex 
spatiotemporal processes can be simulated by well-calibrated models. This chapter 
discusses the integration of multiple data sources for improved estimates of maize 
N fertilizer needs. Data from an 11 ha field located in Iowa, United States, will be 
used in this study. Equipment-mounted near-infrared (NIR) spectroscopy was used 
to estimate soil organic carbon (SOC) content at 1342 locations and kriged for 
136  blocks. Soil texture and hydrology were determined from soil survey infor-
mation. Using daily weather data and soil information, 24-year simulations were 
conducted using the precision nitrogen management (PNM) model to estimate late 
spring rootzone inorganic N content. This was combined with information on crop N 
uptake potential, mid-season N mineralization, and price ratio corrections to deter-
mine optimum sidedress N rates. Spatial and temporal variability in optimum N 
rate had a range of 60 kg ha−1 and field-scale maps were derived for 10th and 90th 
percentile climate scenarios. This approach provides a framework for integration 
of relevant spatiotemporal processes to create more precise and locally adapted N 
fertilizer recommendations for maize.

18.2  introduction

18.2.1  nitrogen concerns

Applying unnecessary N fertilizer can reduce energy efficiency and profitability and 
increase agricultural impacts on the environment.1 Maize, a C4 plant, is physiologi-
cally more efficient at utilizing N (more yield per unit N accumulation) than most 
other major crops, which are generally C3 plants.2 But paradoxically, maize produc-
tion systems as a whole have low fertilizer N uptake and recovery efficiencies (RE). 
Through on-farm experiments in six north-central U.S. states, average RE was deter-
mined to be 37% with a standard deviation of 30%.3 This suggests low nutrient-use 
efficiency and both high and variable N losses to the environment.

Bergstrom4 and Randall et al.5 reported that in lysimeter studies, maize had 
higher nitrate-N concentrations in leachate than less-fertilized crops such as soybean 
(Glycine max L.), wheat (Triticum aestivum L.), and perennial crops (e.g., alfalfa 
[Medicago sativa L.] and grasses). This was attributed to different fertilizer rates, 
fertilizer application schedules, timing of crop water and N uptake, and rooting 
depth. Intensive maize production areas, therefore, pose a risk for N losses to surface 
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and groundwater systems and have become the focus of policy debates on addressing 
eutrophication and hypoxia concerns.6

Energy consumption for N fertilizer production through the Haber–Bosch pro-
cess and subsequent conversion of NH3 to other forms of fertilizer ranges from 45 to 
65 MJ per kg of N.7 Energy consumption associated with maize grain production can 
often account for up to 50% of the total energy use. Nitrous oxide losses from U.S. 
agriculture are estimated at 377 pG CO2 equivalent, which accounts for 57% of the 
total agricultural greenhouse warming potential (GWP) associated with agriculture.8 
Based on several sources and assuming a mixture of N fertilizers, Snyder et al.9 esti-
mated an overall GWP of 4 kg CO2 kg−1 N.

The environmental impacts of N fertilizer become a larger concern when N is applied 
in excess of the plant requirements. Studies by van Es et al.10,11 and Randall12 indicate that 
high nitrate leaching is primarily of concern when N is applied in excess of plant uptake. 
Similarly, Bouwman et al.13 determined that N2O emissions remain relatively constant 
in the range below the crop demand level (i.e., conservative fertilizer rates), but increase 
significantly when crop demand is exceeded. The precise estimation of optimum N fertil-
izer rates is therefore critical for both agronomic and environmental reasons,14 but maize 
response to applied N is often highly variable and economically optimal N rates (EONR) 
may range from 0 to 250 kg N ha−1.15 Therefore, the estimation of the true EONR for a 
given specific location and growing season has remained elusive.

18.2.2  estimating oPtimum n rates For maize

In recent decades, the mass-balance approach has been the most widely used 
method for making N fertilizer recommendations.16 It is generally based on a yield 
goal and associated N uptake, minus credits given for non-fertilizer N sources such 
as mineralized N from SOM, preceding crops, and organic amendments. Several 
studies have documented, however, that the relationship between yield and EONR 
is very weak or nonexistent for humid regions.17–21 For dryer regions, N response 
is more influenced by water limitations and associated unattained yield potential.22 
The increased use of yield monitors for site-specific yield measurement and grid-
based soil sampling with SOM assessment have generated renewed interest in com-
bining spatial yield data with the mass-balance approach to develop variable-rate 
fertilizer application technology.23,24 But Scharf et al.15 found that the EONR was 
more strongly related to spatial variability of soil N factors than crop N require-
ments. In humid regions, yield patterns themselves are highly variable from year 
to year depending on weather conditions,20,25 and any mass-balance approach to 
N fertilizer recommendations would pose the challenging task of predicting yields 
in the early growing season.

Several leading U.S. maize-producing states have adopted the maximum return to 
N (MRTN) approach,21 which largely abandons the mass-balance method. It provides 
highly generalized recommendations based on multiyear and multilocation field trials, 
curve-fitting, and economic analyses.19 Adjustments based on realistic yield expecta-
tion are sometimes encouraged. However, owing to its generalization over large areas, 
soil types and across seasons, it is not adaptive to local conditions and does not address 
or account for spatial and temporal processes that affect N availability to maize.
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18.2.3  temPoraL and sPatiaL n dynamics

EONR is affected by spatial and temporal processes, and multiple N sources may 
contribute to the pool of N available for maize N uptake. Approximately 190 kg 
N ha−1 is needed to produce 10 Mg ha−1 of maize grain in Nebraska, according to 
Cassman et al.3 Mineralization of SOM in central United States can range from 50 to 
250 kg N ha−1. In eastern United States, mineralization is slightly lower and averages 
80 kg N ha−1.26 Lobell27 reported that more precise N management and potentially 
significant long-term reductions in N rates for maize production with no yield pen-
alty could be obtained if site-specific estimates of SOM mineralization can be made. 
The difference between the crop requirement (which itself is affected by seasonal 
environmental stresses) and the soil supply is ideally provided by fertilizer supple-
ments. But the precise estimation of this difference and the associated fertilizer-use 
efficiency remains a challenge due to numerous sources of variability.

Early season weather, particularly precipitation, has been highly correlated with 
seasonal variation in optimum fertilizer N rates and nitrate-N losses from crop 
fields.28,29 Sogbedji et al.30 found that growing seasons with excessive wetness in late 
spring showed lower maize yields and higher EONRs than other years, with an esti-
mated range of 90 kg ha−1. In normal years in humid temperate climates, accumula-
tion of mineral N in the rootzone from SOM mineralization may contribute about 
half of the required maize N (Figure 18.1). The crop N uptake curve lags behind the 
organic N mineralization curve until the rapid uptake phase during the mid-vegetative 
period. During the late spring, high quantities of soil mineral N (SMN) reside in 
the soil profile, mostly in the nitrate form that is subject to loss. If excessive rainfall 
occurs during this critical period, significant N losses may occur from leaching or 

Early season Late season 

SMN, warm, wet spring

Leaching and
denitrification 

during wet late spring

Maize N uptake
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SMN, warm, dry spring
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FigurE 18.1  Conceptual gains and losses of SMN and crop N over a growing season for a 
low soil N system. Broken and dotted lines represent SMN accumulations; solid line depicts 
maize N uptake. (Modified from van Es, H.M. et al., Nitrogen management under maize in 
humid regions: Case for a dynamic approach, in Bruulsema, T., ed., Managing Crop Nutrition 
for Weather, International Plant Nutrition Institute Publ., Norcross, GA, 2007, pp. 6–13.)
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denitrification (with warm soil, Figure 18.1). SMN accumulation is generally higher 
for soils high in organic matter, but this may be subject to losses as well.31 Losses are 
also affected by the accumulation of heat units over the first months of a growing sea-
son. In cool springs, N mineralization is slow, and the accumulation and subsequent 
loss of SMN is smaller when excessive wetness occurs (Figure 18.1). Also, the date of 
planting affects the length of the critical period before the rapid growth period.

Early-season weather appears to be the strongest determinant for seasonal N 
availability for the crop, but mid- and late-season weather, especially the occurrence 
of drought, may also affect yields and create unattained yield potential. When the 
crop is well fertilized, this tends to result in high residual N levels at the end of the 
growing season, which are subject to environmental losses.

Several spatial factors impact EONR as well. Sogbedji et al.32 determined that 
spatial effects were not consistent from year to year and that they interacted with 
weather. That is, poorly drained areas had a wider range of annual EONR values 
(high in wet springs and low in dry springs) than well-drained areas. Similarly, Kay 
et al.31 determined that organic matter content (OMC) (a spatially variable N source) 
and early-season rainfall (driving force for N losses) were the main predictors of 
seasonal N availability, but they strongly interacted in a nonlinear manner.

In all, optimum N fertilizer rates vary greatly and primarily depend on (1) the 
amount of readily mineralizable nitrogen in the soil and the mineralization pattern 
during the growing season, (2) early growing season N losses related to the occur-
rence and timing of excess wetness and high soil temperatures during those times of 
saturation, and (3) the occurrence of drought during the mid and late season, resulting 
in unattained yield potential. Static methods for determining fertilizer rates, includ-
ing current mass-balance and MRTN approaches, have limited success because they 
neglect temporal and spatial dynamics in soil N. Use of static fertilizer rates generally 
results in excessive fertilization in years with dry springs and summers, and inade-
quate fertilization in years with high N losses from wet spring soil conditions. In many 
cases, especially when fertilizer to crop price ratios are low, farmers opt to use higher 
N fertilizer rates (insurance fertilizer) to avoid the risk of yield loss in the event of a wet 
season. In the majority of years, this results in excessive fertilizer application, unneces-
sary expense, and increased N losses that adversely impact the environment.12,32

Improving the current in-season N recommendations for maize is critical to the 
credibility of fertility recommendation systems, and increased N use efficiency is 
expected to reduce residual soil N that may be lost to the environment.10 This chapter 
demonstrates a locally adaptive approach that accounts for several sources of spatial 
and temporal variability, notably variations in weather and SOM, to obtain more 
precise and site-specific N fertilizer recommendations.

18.3  oBJEctivES, aPProacH, and tEcHnologiES

18.3.1  oBJectives and aPProach

Our objective is to establish a framework for site-specific and season-specific N recom-
mendations for maize production in Midwestern United States. We are accomplishing 
this through the integration of several technologies, including a vehicle-mounted NIR 
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spectrometer that is providing information for estimating soil organic carbon, soil 
survey information, weather (climate) data, a deterministic N simulation model, and 
a geographic information system (GIS). Our study site is situated in east-central Iowa 
(Bremer County; 42° 45′ 25″N, 92° 32′ 13″ W), and consists of gently sloping loam 
soils across approximately 11 ha. We used a site- and season-specific mass-balance 
approach in that the various components of the N mass balance were estimated in a 
spatially and temporally explicit manner and were allowed to interact.

18.3.2   estimating soiL organic carBon With 
near-inFrared sPectroscoPy

Mineralized organic N is an important source of N for a maize crop, but may have 
high spatial variability across single fields due to soil forming and erosion pat-
terns. Mapping soil fertility indicators and quantifying soil parameters that control 
soil processes are important for site-specific soil management. Large numbers of 
samples must be collected and analyzed in order to capture this spatial variability 
and adequately estimate soil properties. Conventional methods may be expensive 
and require large amounts of labor and chemicals for performing these tasks.33 NIR 
reflectance spectroscopy is a low-cost method that can be used to substitute or com-
plement traditional soil characterization methods. It measures soil constituents that 
have unique absorption features in this wavelength region due to overtones related to 
stretching and bending vibrations in molecular bonds such as C–C, C–H, N–H, and 
O–H.34 Once calibrated, the methodology can be used to predict multiple soil char-
acteristics simultaneously and explain within-field spatial variability. Chang et al.35 
and Reeves et al.36 reported successful predictions (R2 > 0.80) for several properties 
including total organic carbon and N (g kg−1), which are important properties for 
precise N management.

18.3.3  using modeLs For n management

More precise management of N under maize in humid regions requires the explicit 
consideration of interacting factors that vary in both space (site-specific) and time 
(primarily, as defined by variation in weather conditions). In humid regions, crop N 
requirements for maize cannot be accurately predicted at the beginning of the grow-
ing season (even less so during the previous fall), because one of the main determin-
ing factors (spring weather) is still undetermined at that time. Even slow-release 
or nitrification-inhibition technology and early season soil testing can only achieve 
limited accuracy, because a large part of the maize N needs are derived from organic 
N mineralization that is affected by early-season weather factors. Environmental 
information systems and simulation models effectively allow for incorporation of 
both temporal and spatial processes related to N dynamics. This approach can take 
advantage of increasingly sophisticated environmental databases (e.g., radar-based 
precipitation estimates)37; that can be accessed as input information for dynamic soil 
and plant models to estimate crop growth and soil N dynamics, and provide more 
precise estimates of seasonal crop N needs.38,39 If these models are well calibrated 
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and tested, they can provide information to growers to adjust in-season N applications 
to more precisely match crop N demand.40,41

The PNM model37,42 was developed to track soil and crop N flows in maize crop-
ping systems. Critical outputs of the PNM model are simulated values of mineral-
ized N and losses through leaching, denitrification, and volatilization, as well as crop 
N uptake and biomass (vegetative and grain) accumulation.

The model has two components: LEACHN, the N (and phosphorus) module of 
LEACHM43 and a maize N uptake, growth, and yield model.44 LEACHN is a pro-
cess-based, one-dimensional (1D) model that simulates water and solute transport, 
and chemical and biological N transformations in the unsaturated soil zone.43 Flows 
between different pools of C and N are simulated in each soil segment as well as 
on the soil surface. LEACHN is well suited for simulating soil N processes and has 
been extensively used and tested in several studies.32,45–50 The rate constants in the 
equations describing nitrification, denitrification, manure mineralization, and plant 
residue mineralization were calibrated based on multiyear, replicated field experi-
ments.50,51 In the PNM model, SOM mineralization is simulated using two rate con-
stants instead of one as in LEACHN: a higher rate constant for early season SOM 
mineralization (up to July 15) and a lower rate constant for later in the season, based 
on studies by Dharmakeerthi et al.52

The crop component of the PNM model is based on a maize N uptake, growth, 
and yield model.44 The subroutines of the maize N uptake, growth, and yield model 
incorporate the effects of temperature, solar radiation, water supply, and parameters 
influencing the crop N budget during the three major phases of maize development: 
vegetative growth, anthesis, and grain fill.44,53–55

18.3.4  methodoLogy

18.3.4.1  mass-Balance inputs
The database for the following project is available in the data disk provided with this 
book. In this file, each point, a northing and easting, represents a point on the 30 × 
30 m grid in ArcGIS. The N recommendations are based on the mass-balance model:

 N recommendation 21 4 Yield Goal N  (indigenous soil N)s= × −.

The recommendations are in columns L–M and are defined as

 Column J  N  H  I  E= − − −

 Column K  N  H  I  F= − − −

 Column L  N  G  I  E= − − −

 Column M  N  G  I  F= − − −
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where column N contains the value for the yield goal calculated as 21.4 × 11 (Mg ha−1), 
which equals 235.4 kg ha−1. This value essentially represents the estimated N needed 
to attain the desired/predicted yield. The columns J–M represent the simulated 
amounts of recommended fertilizer for the 10th and 90th percentiles (Figure 18.7) 
at two price ratios.

To calculate the site- and season-specific N-fertilizer recommendations, we 
used the basic mass-balance approach.16,17 As Stanford16 notes, the mass-balance 
approach as it was originally formulated does not necessarily encompass the dynamic 
nature of the ecological system controlling N. We postulate that the concerns with 
the mass-balance approach are primarily the result of unaccounted for site- and 
 season-specific conditions (especially seasonal variations in rainfall), thereby mask-
ing the inherent scientific validity of the methodology. In the approach discussed 
below, we explicitly incorporate the spatial and temporal sources of variability (soil 
types, drainage class, OMC, weather, and crop management) as well as their interac-
tion in the estimation of maize N fertilizer needs, assuming that the timing of fertil-
izer addition is optimized and occurs as sidedress or topdress in the late spring—for 
our case presumed to be soon after June 15. A modified version of the mass-balance 
equation was used:

 Nrec Nupt   Nrz pre15jun   Nrz post15jun  Npr corri i i i  i= − − −_ _ _  (18.1)

where
Nreci is the sidedress N recommendation for a management unit i
Nupti is the total crop N uptake
Nrz_pre15juni is the total rootzone N on June 15
Nrz_post15juni is the estimated N mineralized from June 15 to harvest
Npr_corrI is a correction between the estimated maximum yield and the economi-

cally optimum yield based on the fertilizer-to-grain price ratio

These recommendations were made for each of 136 blocks within the field for 
two climate years and two price ratios. The following sections describe how the 
input data for the mass-balance equation were obtained and the recommendations 
derived.

18.3.4.2  yield goal and Estimated n uptake
The yield goal was fixed at 11.0 Mg ha−1 for the purpose of this research, which was 
in line with the estimates from the PNM model (Table 18.1). Nupti (kg ha−1) was 
estimated by multiplying the yield goal by 21.4, which is a standard assumption for 
maize production.22

18.3.4.3  Soil Survey data
The PNM model requires basic soil information including textural class, drainage 
class, and organic C (or organic matter) content by depth to 1 m. Other than organic 
C, basic soils data were derived from the natural resources conservation service 
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soil survey database through the web soil survey portal (http://websoilsurvey.nrcs.
usda.gov). Six soil types were mapped for the field (Figure 18.2), mostly Floyd loam 
(fine-loamy, mixed, superactive, mesic Aquic Pachic Hapludoll) and geographically 
associated soils (Clyde silty clay loam, Kenyon loam, Ostrander loam, Waukee loam, 
and Dickinson fine sandy loam). Slope classes included A: 0%–2%; B: 2%–5%; and 
C: 5%–9%. Soil profile data including drainage class and textural class by horizon 
were derived from the soil survey report.18 Soil survey data were adapted to quantita-
tive data by depth layer as close as possible, which in some cases involved interpo-
lation. The soil survey information was digitized and entered into ArcGIS (ESRI, 
Redlands, CA) software.

18.3.4.4  Soil organic carbon from nir reflectance Spectroscopy
The field distribution of soil organic C content was obtained through the use of a 
vehicle-mounted visible and near infrared (VIS-NIR) reflectance spectroscopy unit 
that was located in a soil-engaged shank (Veris Technologies, Salina, KS). Data 
from this field and seven nearby fields were used to calibrate the NIR estimates (with 
visible wavelengths deleted) with laboratory measured samples using partial least 
squares regression with an optimum number of principal components (5) using The 
Unscrambler v 8.0 software (CAMO Software AS, Oslo, Norway). Approximately 
20 GPS (Global Positioning System) registered soil samples were collected from each 
field immediately after the field mobile NIR spectrometer passed the sample location. 
Thus, spectra, collected real time in the field, were available for each of the calibration 
samples. Conservative leave-one-field-out calibrations were based on truncated first 
difference spectra in the wavelength range of 1002–1681 nm. This yielded a calibra-
tion curve with a coefficient of determination of 0.75 (Figure 18.3). The field mobile 
NIR system was used to estimate organic C for 1302 locations within the field, which 
were consolidated into one hundred and thirty-six 30 × 30 m management units using 
block kriging based on spherical variograms and examination of quantile–quantile 

taBlE 18.1
maximum yield and optimum n Fertilizer rates at maximum yield 
and 5.6 and 11.2 Fertilizer-to-grain Price ratios

max yield 
(mg ha−1)

n rate at 
maximum yield 

(kg ha–1)

Eonr at 5.6 
Price ratio 
(kg ha−1)

Eonr at 11.2 
Price ratio

Floyd loam—
1.5% OC

10.92 190 175 163

Floyd loam—
2% OC

10.98 180 170 154

Floyd loam—
2.5% OC

11.22 181 168 151

Floyd loam—
3% OC

11.12 174 162 144
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plots in the ArcGIS Geostatistical_Analyst tool (Figure 18.4). These organic C esti-
mates, combined with the soil survey information, provided the basic soil inputs for 
the N simulations.

18.3.4.5  Pnm model Simulations
After the soil data were entered into the model, multiyear PNM simulations of soil 
and crop N dynamics were performed for 24 climate years (1985–2008) based on 
observations from a nearby weather station (Dumont, IA). We simulated a continu-
ous maize cropping system under a plow-till system. N was applied as a 32% solution 
of urea and ammonium nitrate (UAN32) with 22.42 kg ha−1 applied at planting on 
May 1 each year and an additional sidedress application of 145.73 kg ha−1 (130 lb ac−1) 
applied on June 15. Simulations were executed at the Cornell Center for Advanced 
Computing for each of the 136 management units of the field based on the site-
specific soil information.

175C

0
N

50 100 15025
m

Kenyon loam
5%–9% slope

Ostrander loam
2%–5% slope

Floyd loam
1%– 4% slope

Ostrander
loam

5%–9% slope

Clyde silty
clay loam

0%–3% slope
Waukee loam

0%–2%
slope

Dickinson fine
sandy loam

 5%–9% slope

2%–
5%

slope

FigurE 18.2  Study site and soil map. (From USDA-NRCS Web Soil Survey. Available at, 
http://websoilsurvey.nrcs.usda.gov.)
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18.4  rESultS

18.4.1  rootzone n in earLy season

The PNM simulations yielded estimates of the amount of mineral rootzone N on 
June 15 (Nrz_pre15juni) for each of the 136 management units and each of the 
24 simulation years. Figure 18.5 shows the distribution of the rootzone N on June 
15 for the 10th and 90th percentile of the 24 simulation years, the former generally 
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FigurE  18.3  Correlation between laboratory-measured and NIR-estimated organic C 
contents obtained using leave-one-field-out cross-validation for eight fields in east-central 
Iowa (R2 = 0.78; RPD = 2.1). Different symbols represent different fields.
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FigurE 18.4  Soil organic C content distribution across the study site.
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associated with years of wet spring weather. The spatial patterns in both years are 
correlated to the distribution of organic C content (Figure 18.4), indicating greater N 
mineralization with higher SOM levels. Also, there is a range of 40 kg ha−1 among 
the locations and years.

18.4.2  rootzone n mineraLization in Late season

The model simulations also provided estimates for post-sidedress mineralization 
amounts (June 16 to harvest; Nrz_post15juni). This represents the soil N that is 
mineralized in the mid- and late-growing season that contributes to crop N avail-
ability. Since this contribution occurs after the time of fertilizer application, it can-
not be estimated based on the conditions for a specific growing season. However, 
it can be assumed that this N release is not subject to leaching or denitrification 
losses due to high crop transpiration amounts during this time period (primarily 

Rootzone N (kg ha–1),
June 15,

10th percentile
19–22
22–25
25–28
28–30
30–33

N

0

49–53
53–56
56–59
59–62
62–65

Rootzone N (kg ha–1),
June 15,

90th percentile

60 120 m

FigurE 18.5  The 10th and 90th percentile simulated rootzone N at June 15 based on 24 
climate years.
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due to the large leaf area in mid and late season). We, therefore, generated site-
specific estimates for each of the 136 management units based on the average min-
eralization during the post-June 15 period (Figure 18.6). The N contributions for 
mid- and late-season mineralization were estimated to range from 20 to 38 kg ha−1 
for the different locations in the field, following mostly the distribution in soil 
organic C content (Figure 18.4).

18.4.3  Price ratio correction

Maize response to nitrogen is a nonlinear process, and the maximum yield is gen-
erally not the economically optimum yield. In his original assessment, Stanford16 
noted that the final 10% of yield required up to half the total N applied. The EONR 
accounts for this fact by calculating the marginal return of N,56 which effectively 
calculates the rate at which fertilizer application no longer returns a profit. This 
generally depends on the cost of fertilizer relative to the return rate (price) of the 
grain, which is expressed as the price ratio ($ kg−1 of N per $ kg−1 of maize grain). 
These price ratios vary with commodity prices, but have nevertheless not changed 
much over the long term, because maize grain and fertilizer prices tend to rise and 
fall together.57

Estimating the EONR was performed using the PNM model. Naturally, the ratio 
of the price of fertilizer to the price of maize will alter the rate at which maxi-
mum profit can be attained where the larger ratio (i.e., high fertilizer cost relative to 
grain price) decreases the economic optimum rate. We conducted a separate set of 
24-year PNM simulations to estimate appropriate price ratio corrections, Npr_corri 
in Equation 18.1, for the dominant Floyd loam soil at organic C levels of 1.5%, 2.0%, 
2.5%, and 3.0%. Simulations were performed for N sidedress rates of 0, 25, 50, 75, 

20–24
24–27
27–30
30–34
34–38

0 60 120 m

N

N-Mineralization
Post-15, June (kg ha–1)

FigurE 18.6  Average simulated N contributed during mid and late season (June 15 
and harvest).
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100, 125, 150, 175, and 200 kg N ha−1 to define the N response curve, which was 
subsequently modeled with a quadratic equation using Microsoft Excel (Microsoft 
Corp., Redmond, WA). This allowed for the quantification of the maximum yield as 
well as the economic optimum yield at two price ratios, 5.6 and 11.2 (Table 18.1). For 
the 5.6 price ratio, the EONR was approximately 10–15 kg ha−1 lower than the rate 
at maximum yield; at the 11.2 price ratio, it was 26–30 kg ha−1 lower. The price ratio 
effect was very similar among soil organic C levels and a soil-averaged Npr_corri 
value (corrected as yield above zero) was, therefore, used for each price ratio, and 
each was uniformly applied to all management units in the field.

18.4.4  n recommendations

After having obtained all input data for Equation 18.1, the N fertilizer recommenda-
tion, Nreci can be calculated for each of the 136 management units in the field. This 
data set is available in the data disk provided with this book. Estimates were made 
for 2 × 2 factorial combinations: the 10th and 90th percentile of the distribution of 
simulated June 15 N mineralization for the 24 climate years, and the 5.6 and 11.2 
fertilizer-to-maize grain price ratios. Figure 18.7 shows the maps of recommended 
N fertilizer rates. The higher recommended rates are in the areas with low organic 
C content (Figure 18.4) and N mineralization potential (Figures 18.6 and 18.7). The 
recommended rates ranged from 149 to 179 kg ha–1 for the 10th percentile at the 5.6 
price ratio, and were reduced by approximately 30 kg ha−1 (119–146) for the 90th per-
centile, which represents years with dry, early growing seasons that experience little 
N loss from excessive rainfall. The effect of the price ratio reduces the recommended 
N rate by 17 kg ha−1 for the 11.2 compared to the 5.6 price ratio.

18.5  diScuSSion

The above process describes a framework for improved (more precise and locally 
adapted) estimation of economically optimum fertilizer N rates for late spring appli-
cations. We used 24-year climate data to gain a better understanding of the effects 
of early-season weather and we used NIR-based estimates of soil organic C and soil 
survey information as inputs for assessing the spatial variability component. These 
technologies are currently available and implementation and testing of this approach 
is therefore feasible. For a typical management implementation, the simulations 
would be done for only the present growing season.

In our analysis, the ranges associated with spatial (primarily soil-related) vari-
ability and temporal (primarily weather-related) variability were estimated to be 
approximately the same, 30 kg ha−1, with little interaction. This implies that EONR 
for any location and any year may vary by up to 60 kg N ha−1 (Figure 18.7) for a 
given price ratio. This could provide significant savings to a farmer and reductions 
in environmental losses. The benefits of using seasonally adapted N rates will be 
enhanced if the supplemental N applications occur somewhat later (e.g., early July) 
in the growing and can incorporate longer weather records. The approach can also be 
used with conservative at-planting N fertilizer applications and model-based supple-
mental rates in the years with wet springs.
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The spatial variability may be somewhat higher than predicted by our model. The 
PNM model performs 1D simulations of the soil-crop system, and cannot account for 
three-dimensional redistribution of water in the landscape. This means that imper-
fect drainage in lower landscape positions may be accentuated and the N losses are 
greater in those locations in wet, early growing seasons.

The effort involved in developing the N fertilizer recommendations may appear 
excessive, but the framework mostly involves one-time investments. With the 
increased availability of NIR spectroscopy for field scale soil assessment—or alter-
natively, the more conventional grid-based soil analyses or Order 1 soil surveys58—
many farmers are willing to invest in the characterization of soils at the subfield 
scale if they can more profitably manage crop inputs. This one-time investment can 
then be entered into a GIS and used for multiple years of soil and crop management 
applications. The N recommendation system can be built into a GIS, but requires 
an infrastructure to perform dynamic simulations in real time. The Adapt-N tool 
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N recommendation (kg ha–1),
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11.2 $/kg/$/kg

N recommendation (kg ha–1),
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N recommendation (kg ha–1),
90th percentile,
11.2 $/kg/$/kg
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FigurE 18.7  Recommended nitrogen fertilizer rates at 5.6 and 11.2 price ratios for the 
10th and 90th percentiles of the distribution of rootzone N on June 15.
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(http://adapt-N.eas.cornell.edu) is currently available for such purposes, where the 
PNM model can be run based on stakeholder inputs and up-to-date high-resolution 
climate data.37

Our approach may be enhanced with several additional data sources. We 
assumed a fixed yield potential for the entire field. Yield monitor data can be 
used to provide more site-specific yield estimates, which can then be entered into 
Equation 18.1. However, yield patterns themselves may vary among growing sea-
sons20,25,58 and are still mostly undefined by late spring, posing a challenge for 
management purposes.

In conclusion, the EONR for maize in any field is not a fixed quantity, but varies 
as a result of several interacting spatial and temporal factors. The most significant 
among those are early-season weather (precipitation and temperature), N mineraliza-
tion from organic sources, and crop development. Most current N fertilizer recom-
mendation systems ignore these dynamic processes, which limits their capacity to 
precisely manage N. We presented a framework for improved estimation of EONR 
for maize, which accounts for these spatial and temporal processes. Gains from this 
approach appear to be considerable, but field verification will be required for future 
adoption.
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19 Computing	Wheat	
Nitrogen	Requirements	
from	Grain	Yield	
and	Protein	Maps

Daniel S. Long and R.E. Engel

19.1  ExEcutivE Summary

Optical protein sensors and mass-flow yield monitors provide the opportunity to 
continuously measure grain quality and quantity during harvesting. This chapter 
illustrates how yield monitor and grain protein measurements may provide useful 
postharvest information for evaluating water or nitrogen (N) limitations in wheat. 
The surface-mapping software Surfer is used to create yield and protein maps that 
share a common grid, and then calculate maps of critically low protein, N removed 
in grain, and N management zones. Analysis of a critical spring wheat protein level 
provided site-specific information needed to assess where N had been adequate 
or deficient within an irrigated northern Montana production field. Where N was 
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adequate (≥132 g of protein kg−1 of grain), variable-rate N management could be 
based on replacing N at the rate at which it was removed in grain. Where it was defi-
cient (<132 g kg−1), N management was based on university recommendations that 
involve yield potentials and soil nitrate-N test values.

19.2  introduction

On-combine yield monitors are essential tools for characterizing the spatiotemporal 
variability of crop yields within farm fields. Yield maps produced from yield moni-
tors provide important feedback for determining the effectiveness of management 
and gauging the influence of weather, soil properties, pests, and other environmental 
factors on crop productivity. In addition, producers who have recorded multiple years 
of yield data are able to identify the most consistently productive (or unproductive) 
portions of their fields.1,2 This information can serve as a basis for identifying man-
agement zones and implementing variable-rate application.3,4 Though yield maps 
document yield spatial variability, they do not reveal the cause of the variation. If 
yield maps are to be valuable, they must be properly interpreted for their incorpora-
tion into enterprise analysis, decision making, and overall farm planning.

One way to better understand a yield map is to study the relationship between 
yield and grain protein concentration. For example, water most likely limited yields 
in areas with high grain protein concentration.5–7 An inverse yield–protein relation-
ship is caused by the dilution of grain nitrogen (N) by a much greater grain biomass 
accumulation.8 On the other hand, N fertility most likely limited yields in areas 
where the relationship is positive (i.e., grain yield and protein increase together). 
Whelan et al.9 utilized these relationships to assess spring wheat yield variability 
within farm fields in eastern Australia. Locally positive relationships represented 
conditions where N availability was limited by soil/landscape conditions, whereas 
water stress was indicated where the local relationship was negative. These results 
were useful for improving N fertilizer management within farm fields.

In addition, the protein concentration of grain has been proposed for use as a 
qualitative indicator of a grower’s N fertilizer program when contrasted with an 
established critical level.10 The rationale is that crops are excellent indicators of soil 
conditions in the root zone and that spatial patterns in grain protein are correlated 
with patterns in soil N fertility. In Montana, Engel et al.10 measured the grain protein 
of hard-red spring wheat grown under varying N and water regimes. Grain yield was 
reduced when grain protein fell below a critical concentration of 132 g kg−1. Based 
on this critical level, a field could be separated into two groups: one where N fertility 
was most likely inadequate and another where N most likely was adequate. Similarly, 
in Colorado, Goos et al.11 found that protein at 115 g kg−1 indicated the transition 
between N-sufficient and N-deficient winter wheat. A critical level of 88 g kg−1 was 
determined necessary for N sufficiency in soft-white winter wheat in Oregon.12

Nitrogen management maps can be derived at the scale of fertilizer application 
using maps of grain yield and grain protein, a geographic information system and 
simple algorithms relating N removed in grain to wheat yield and grain protein.13 
By adjusting N rates in accordance with N removal and other N factors that varied 
spatially across a farm field in Montana, the spatially variable N placement improved 
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the uniformity of the protein concentration of hard-red spring wheat. Similarly, 
Bonfil et al.14 computed N removed in grain from yield and protein data, and applied 
this information into precision N management of spring wheat in Israel. They were 
able to increase grain yield and dollar returns over conventional uniform management 
based on yield potentials and soil tests.

Optical, near-infrared sensors are commercially available for measuring and 
mapping the grain protein concentration of wheat from a combine harvester during 
harvest. Field validation experiments reported in the literature reveal on-combine 
measurement accuracies of 5.7 g kg−1 for wheat in Belgium,15 4.9 g kg−1 for hard-red 
spring wheat in Montana,16 and 3.1 g kg−1 for soft-white winter wheat in Oregon.17 
These results are sufficiently promising to support the use of on-combine opti-
cal sensing for measuring and mapping the protein concentration during harvest. 
Together with yield monitors, this information can be applied into N fertility man-
agement based on critical protein levels and N removal in grain.

Combine harvesters equipped with a mass-flow yield monitor and optical near-
infrared grain analyzer were used to acquire site-specific measurements of grain 
yield and grain protein concentration. These data were then arithmetically com-
bined using the surface-mapping program Surfer (Golden Software, Inc., Golden, 
Colorado). In this chapter, approaches to apply this information into precision 
N  management are demonstrated with results from an irrigated wheat field in 
northern Montana. The objectives of this chapter are to (1) describe the use of Surfer 
for mapping N removed in grain, (2) provide georeferenced, edited, and gridded 
wheat yield and grain protein data, and (3) provide an exercise in identifying N 
management zones using Surfer.

19.3  mEtHodS

19.3.1  grain yieLd and Protein maPPing

Data for this chapter are from a 32.4 ha (80 ac) field near Malta, Montana (48.3842°N, 
−107.7663°W) that was planted to hard-red spring wheat (Triticum aestivum L.) in 
2004 (Figure 19.1). The climate is continental, semiarid with 32.7 cm (12.9 in.) of 
average annual rainfall, which is typical of the drier portions of the northern Great 
Plains. More than half of the rainfall (58%) is received during the growing season 
(April–July). Each year, natural rainfall is augmented with about 15.2 cm (6 in.) of 
water from a center pivot irrigation system during vegetative growth. The landscape 
is characterized by moderate relief with uneven rolling topography. Soils are derived 
from glacial till and comprise Telstad (fine loamy, mixed, frigid Aridic Ariustolls) 
and Joplin (fine loamy, mixed, frigid Aridic Argiustolls) series with clay loam sur-
face texture.

Site-specific wheat yield data were acquired from a 700 m × 360 m (25.2 ha) por-
tion of this field using a Case-IH 1660 combine equipped with a 4.57 m (15 ft) wide 
header, AgLeader YM2000 yield monitor, and Trimble Ag132 receiver with ±1 m of 
horizontal accuracy and ±2 m of vertical accuracy. The yield monitor was calibrated 
to measure grain yield with ±1% accuracy. Yield was sensed at a rate of 1 Hz, while 
the combine’s ground speed was held at approximately 1.56 m s−1 (3.5 mph). The number 
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of yield measurements in the field was approximately 33,000, with each observa-
tion representing a 7.1 m2 harvest area (1.6 m × 4.6 m). Instead of recording onto an 
SRAM card, the yield data stream was logged to an external computer by means of 
the AgLeader YM2000 export serial port.

A Zeltex AccuHarvest grain analyzer and the Trimble GPS receiver were used to 
independently map and record the grain protein measurements. The AccuHarvest 
sensor operates within the near-infrared portion (893–1045 nm) of the electromag-
netic spectrum. The instrument relies upon 14 light-emitting diodes and narrow band 
filters to generate 14 channels of transmission spectra. Sample presentation is by 
means of a gravity-filled, quartz-windowed chamber and a mechanical sampling sys-
tem of inlet and outlet ports that permit the grain to flow into and out of the sensor. 
Light is scattered and absorbed within the grain sample, and the instrument records 
the reflectance spectra by means of an inexpensive silicon detector. Protein measure-
ments are collected at a rate of approximately 0.0833 Hz. Diodes, filters, the detector, 
and sampling mechanism are integrated into one unit that is designed to be mounted 
to the middle of the clean grain elevator. Instrument control and data transfer/storage 
are accomplished by means of an RS-232 serial port for interface with a palmtop 
computer.

19.3.2  PreParing data For anaLysis

The time lag between cutting at the header and sensing of the grain at the top of 
the elevator was determined to be 11 s. This time difference was used to offset the 
yield position along the travel path of the combine based on its ground speed. To do 
this, the ASCII yield data file that had been logged by the external computer was 
imported into MS-Excel. Each record in that file had been tagged with its unique 
coordinated universal time (UTC) of collection in intervals of 1 s. Therefore, the 

FigurE 19.1  Aerial image of rectangular field with outline of main circular area of center 
pivot irrigation system. Dashed line bounds region where yield monitor data were obtained.
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time lag could be easily implemented by physically repositioning (i.e., offsetting) 
the column of yield data backward in time by 11 s, or 11 records. As an aside, later 
models of the AgLeader monitor utilize a specialized routine within the proprietary 
SMS software for this purpose. Thus, it is not always necessary to import these 
yield data into a spreadsheet. Protein data recorded onto the palmtop computer from 
the Zeltex instrument were offset in the same manner with the use of the UTC tags 
and MS-Excel. Each record was separated by a time interval of approximately 12 s. 
Therefore, offsetting the protein points was accomplished by repositioning the col-
umn containing its data series by 12 s, which was equivalent to one record.

To minimize potential errors, the combine was operated at a ground speed that 
prevented surging and loss of grain in the transport and threshing mechanisms. 
Despite these measures, it was necessary to remove erroneous values from the data 
file. Data points not considered reasonable often include zeros and extremely large 
values. Zeros can be generated during unloading and when the combine travels out-
side of the field. Extremely large values can be generated when the combine slows or 
stops. These were identified by creating a histogram of the data series (Figure 19.2) 
and inspecting the histogram to determine the cutoff values for outliers. In this case 
study, yields less than 800 kg ha−1 or greater than 6800 kg ha−1 were deleted.

By measuring both yield and protein, our ability to compute the N removed in 
grain and assess the yield-limiting factors is improved. However, combining these 
data arithmetically is not straightforward. The AgLeader yield monitor operated at 
1 Hz while the Zeltex protein sensor operated at 0.0833 Hz, resulting in 12 yield 
points for every protein point. Differences in the spatial resolution complicate their 
statistical correlation and use in arithmetic calculations.
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Fortunately, the value of any point on a regular grid can be estimated, or interpo-
lated, from a limited number of spatially referenced samples. An edited and lagged 
data set was input to version 8.09 of Surfer, and the geostatistical interpolation proce-
dure of kriging was used to superimpose a common 1.6 m × 1.6 m estimation grid upon 
the original yield and protein data. In kriging, an average value is computed for each 
unit of this grid using a spatially weighted combination of the original values available 
for each unit. The spatial weights are deduced through the regionalized variable theory 
and implemented by means of semivariograms that can be fit to pairs of point of differ-
ent distance classes. The Grid Math feature of Surfer could then be used to arithmeti-
cally combine the interpolated values of yield and protein together for the computation 
of maps of N sufficiency based on critical protein level and N removed in grain.

19.3.3  Producing a maP oF criticaLLy LoW Protein

For Montana conditions, the critical protein level for hard-red spring wheat is 
132 g kg−1.10 Based on this value, two categories:

Category 0: Protein <132 g kg−1

Category 1: Protein ≥132 g kg−1

were identified. Cells with protein <132 g kg−1 (N deficient for yield) were categorized 
with a value of 0, while the cells with values ≥132 g kg−1 were categorized with 1 
(N sufficient). The resulting binary class map was used for assessing the spatial pattern 
in N sufficiency.

Field areas that had sufficient plant-available N (PAN), as indicated by protein 
≥132 g kg−1, would receive N applications equal to the rates at which N was removed 
in the harvested grain. The N replacement approach, however, would not be satisfac-
tory for portions of this irrigated field indicated to be deficient in N fertility (protein 
<132 g kg−1) because not enough fertilizer N would be applied to satisfy the require-
ment for yield before protein can be increased. Instead, fertilizer applications for 
these areas were based on university recommendation methods that rely upon yield 
potential and soil test N information.18 Methods for computing the N removed in 
grain are described in the following.

19.3.4  comPuting nitrogen removed in grain

The N removed in grain reflects the amount of N that must be applied to a future 
crop in the following year to replace that N removed by the harvested crop in the cur-
rent year. A “maintenance” approach to N fertility management is inferred in which 
the N need of the following crop equals the N removed by the crop in the previous 
year.10 In this study, the N removed in the grain was computed by multiplying a map 
of grain yield by a map of grain protein and dividing the result by the theoretical 
fraction of N in protein (5.7):

 

kg N
ha

kggrain
ha

g protein
kggrain

1kg
1000g

= × × × 1
5 7.  

(19.1)
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This maintenance approach to N management may be modified if wheat straw is har-
vested for livestock feed or as a feedstock for bioenergy production. Under this scenario, 
N removed in straw can be estimated from known relationships between grain N and 
straw N. For example, in Israel14, the total N removed in grain and straw is computed 
by adding the N contained in the grain and straw together, using the following equation:

 

Total N removed kg ha N removed in grain kg ha

N removed in st

1 1( ) ( )− −=
+ rraw kg ha 1( )−

 
(19.2)

where N removed in grain is derived from Equation 19.1 and N removed in straw is 
computed by multiplying N removed in grain by 0.01. The N content of 1% for straw 
is based on extensive laboratory testing, a harvest index of 33%, and postharvest 
incorporation of half of the straw into the soil.

In Australia, an N budget inventory approach has been proposed that considers 
the amount of soil N converted from organic matter to PAN by mineralization as 
well as any fertilizer N that is applied prior to planting.19 Accordingly, the amounts 
of PAN and applied N is used to offset the N removed in grain using the equation:

 N budget PAN applied N N removed in grain= + −  (19.3)

Currently, the N budget approach is constrained by a lack of soil sensors to obtain 
site-specific maps of PAN prior to planting. Crude maps of PAN may be obtained 
economically by means of composite sampling and testing of soils within individ-
ual management zones, but with considerably less spatial resolution than associated 
grain yield or grain protein maps.

19.3.5  comPuting LocaL neighBorhood correLation

Correlation analysis was used to determine the association within relatively small 
neighborhoods between the georegistered yield and protein maps. The Pearson prod-
uct moment correlation coefficient (r) is calculated using the following equations:

 
r = cov12

1 2s s  
(19.4)

where
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GY GP
12 =

− −

−
=∑ ( )( )i i
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n

n

1 1 2 2
1

1

µ µ

 (19.5)

and cov12 is the covariance between yield and protein values in the neighborhood, s1 
is the standard deviation of the yield values in the neighborhood, and s2 is the stan-
dard deviation of the protein values in the neighborhood. In addition, GYi1 is the ith 
value of elements found in the neighborhood of the yield map, GPi2 is the ith value of 
the elements found in the neighborhood of the protein map, n is the total number of 
values found in the neighborhood, and μ1 and μ2 are the means of the series of val-
ues found in the neighborhood of each map. In this study, the correlation coefficient 
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was computed for a neighborhood of size 11 × 11 cells and was expected to indicate 
the association between the two maps on a cell by cell basis. Local neighborhood 
correlation analysis cannot be performed in Surfer and MS-Excel, and instead was 
undertaken with the numerical computation software MATLAB®. Procedures with 
MATLAB are beyond the scope of this chapter. Nevertheless, the results are illus-
trated for contemplation by readers.

19.4  rESultS

19.4.1  maPs oF grain yieLd and grain Protein

The northwest and southwest corners of the field are outside of the main circular area 
of the center pivot irrigation system and thus were limited to 17 cm (89% of long term) 
of rain that fell during the 2004 growing season. Grain yield ranged from 1500 to 
3000 kg ha−1 in the field’s corners and from 3000 to 6000 kg ha−1 in the main circular 
area (Figure 19.3A). Protein concentration of grain varied from 150 to 180 g kg−1 in 
the corners and from 120 to 170 g kg−1 in the rest of the field (Figure 19.3B).

FigurE 19.3  Map of grain yield (A), map of grain protein concentration (B), and map of 
critically low protein, indicating areas where nitrogen could be deficient for yield (C).

© 2011 by Taylor and Francis Group, LLC



Computing	Wheat	Nitrogen	Requirements	 329

The local correlation between grain yield and grain protein is strongly negative 
in the corners of the field where the crop likely was water stressed (Figure 19.4). In 
contrast, the irrigated portion comprises several positively correlated areas where crop 
productivity was likely determined by available N rather than water. Regions where the 
correlation is near-zero indicate transitional zones between water stress and N stress.

19.4.2  maP oF criticaLLy LoW Protein

In hard-red spring wheat grown in Montana, protein above 132 g kg−1 is indicative of 
N sufficiency. Therefore, the map of critical protein (Figure 19.3C) gives a grower, 
or crop consultant, knowledge that available N was sufficient for yield where protein 
exceeded the critical level. The majority of the field exceeded this critical protein level, 
thus suggesting that PAN had been adequate for meeting production goals.

Proteins less than the critical level of 132 g kg−1 also exist within this irrigated 
field. Unfortunately, available N would be deficient for yield in these areas if fertil-
izer N requirements were based on the N removed in grain alone. A solution is to use 
the critical protein map to direct soil sampling and testing into the areas indicated to 
be N deficient. The resulting nitrate-N values would be used with university fertilizer 
guidelines to determine the N required for these areas. For example, 164 kg of N ha−1 
would be required if: (1) the soil contained 50 kg nitrate-N ha−1, (2) the yield potential 
is 4031 kg grain ha−1, and (3) 0.053 kg of applied N kg−1 grain is needed to produce 
wheat with a protein concentration of 140 g kg−1.

19.4.3  maP oF nitrogen removed

The amount of N removed in grain ranged between 21 and 155 kg ha−1 throughout 
the field (Figure 19.5A). Nitrogen removed corresponds with spatial patterns in grain 
yield, thus indicating that this variable was responsible for most absorption of N. 
Accordingly, the high-yielding, irrigated area absorbed the greatest amounts of 
available N and the low-yielding, dryland corners the least.

FigurE  19.4  Correlation between grain yield and grain protein computed from values 
within an 11 × 11 kernel for each cell shared by the two maps.
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Boolean operators in the Grid Math routine of Surfer were used to classify the 
ratio-interval values of N removed into four classes. The class interval was computed 
by dividing the range by four (134/4 = 33.5 kg ha−1), which was the desired number of 
management zones. The apparent limits for the four classes were 21–54.5 for class 1, 
54.5–88 for class 2, 88–121.5 for class 3, and 121.5–155 for class 4. The mid-value in 
each class could then be used to represent the actual N rate to be applied for variable-
rate fertilizer application. In addition, critically low areas of protein (Figure 19.5B) 
formed a fifth management zone after their addition to the map of N removed using 
Grid Math (Figure 19.5C).

Therefore, the variable-rate strategy that is illustrated consists of five N rates: 38, 
71, 105, 138, and 165 kg ha−1 and would represent five settings that a task controller on 
a tractor would use to implement variable-rate fertilizer N application. In general, the 
largest amounts to be applied are indicated in the irrigated field area where grain yield 
had been greatest and grain protein had been least. Surfer is capable of exporting the 
final grid map to ESRI ArcGIS where a Shapefile could be constructed, which is the 
data format read by a variable-rate controller.

FigurE 19.5  Maps of nitrogen removed (A), nitrogen deficit (B), and N required (C). The 
map of N required can be exported from Surfer as an ESRI Shapefile for input to a task con-
troller for variable-rate application.
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19.5  Summary

The advent of on-combine optical sensing gives rise to the opportunity for mea-
suring and mapping the protein concentration of grain within farm fields. When 
combined with grain yield, this information can be utilized to compute a variety of 
crop N-related attributes that have application in N fertility management. Mapping 
software such as Surfer can be used to estimate values for a regular grid and arith-
metically combine the gridded values of grain yield and grain protein to compute the 
N removed in grain. The ratio-interval values of the N removed can be then general-
ized into three or four classes representing the management zones for variable-rate 
N application.

A grain protein map, when compared to an established critical protein level, can 
be used to indicate where available N had been sufficient, or deficient, for yield within 
a field. Plus, maps of the neighborhood correlation between grain yield and grain 
protein can be used to identify field areas where the crop had been N-limited versus 
water-limited. Together, this postharvest information can be utilized to assess the 
effectiveness of a grower’s N fertility management program as well as to identify 
field areas where soil testing and corrective N treatments are needed.

There are drawbacks to the use of crop yield parameters to diagnose N nutrition 
adequacy and derive N recommendations. First, N removed in grain is con-
founded by severe drought that abnormally elevates grain protein, causes yield 
reductions, and influences N availability and plant N uptake.8 Second, wheat 
cultivars sometimes do not experience yield loss when protein is below the criti-
cal level and thus may be insensitive to this protein index.20 Chief advantages 
include the ability to rapidly index variability in crop N-related attributes at 
the scale of fertilizer application, forecast N fertilizer requirements, and direct 
future soil and plant sampling efforts.

19.6  StEP-By-StEP ExErciSE witH SurFEr

In this exercise, you will use Surfer to generate maps of critically low protein, N removed 
in grain, and an N management map. Grain yield and protein data are from the field near 
Malta, Montana. To expedite, these data have been prepared for analysis by adjusting for 
the time lag in data collection and removing extraneous values.

 1. To create a map of critically low protein, open Surfer to a new, empty plot.
 2. Click Grid > Data. In the Open dialog box, navigate to Chapter 22\Exercise\ 

on the CD accompanying this book and open the file grain yield.txt. This is 
a tab delimited text file of grain yield with 12,502 yield records referenced 
in UTM coordinates.

 3. In the Grid Data dialog box, select Kriging as the gridding method. For Grid 
Line Geometry, set the Minimum and Maximum values for X Direction to 
294,635.45 and 295,006, and for Y Direction to 5,362,305.27 and 5,363,070.48. 
The Grid Data dialog box should look like Figure 19.6. Once it does, click OK 
to initiate Kriging and create the grid file grain yield.grd with 4900 records 
(49 × 100 cells).
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 4. Repeat step 3 for the file grain protein.txt, which is a tab delimited text file 
of grain protein with 696 records. The Minimum and Maximum values for 
X Direction and Y Direction need to be identical to those used with the 
grain yield file. These actions will create the grid file grain protein.grd with 
4900 records.

 5. Click Grid > Math. In the Open Grid dialog box, select the newly created 
grid file grain protein.grd and click Open to open the Grid Math dialog box. 
In the Grid Math dialog box, the grid file grain protein.grd is revealed as 
Input Grid File A. Input Grid File B should have an entry of None because 
a Boolean operation will be performed only on grain protein.grd. Click 
on the folder icon for Output Grid File C and the Save Grid As dialog box 
will open. Enter the name of the output grid file to be created (i.e., critical 
protein.grd). Click Save to return to the Grid Math dialog box. Enter the 
following Boolean function into the opening at the bottom of the Grid Math 
dialog box: C = if(A < 132, 5, 0), which will return a value of 5 if protein 
is less than the critical value of 132 g kg−1 and 0 otherwise. The Grid Math 
dialog box should resemble Figure 19.7.

 6. Click OK. The grid file critical protein.grd is created having a value of 5 
where A < 132 is true and 0 otherwise. Surfer returns to a screen with an 
empty plot.

 7. To create a map of N removed, click Grid > Math. In the Open Grid dialog 
box, select the grid file grain yield.grd and click Open to open the Grid 
Math dialog box. In the Grid Math dialog box, grid file grain yield.grd 
becomes Input Grid File A. Click on the folder icon for Input Grid File B, 
select grain protein.grd, and click Open. To create a file for Output Grid 
File C, click on its folder icon, and enter the name of the output grid file to 
be created (i.e., N removed.grd).

FigurE 19.6  Grid Data dialog box with settings for Kriging the grain yield data.
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 8. Click Save to return to the Grid Math dialog box. Enter the following 
mathematical function into the opening at the bottom of the Grid Math 
dialog box: C = A*B/1000/5.7.

 9. Click OK. The grid file N removed.grid is created with ratio-interval values 
from 20.8 to 154.8 kg ha−1. Surfer returns to a screen with an empty plot.

 10. To create a map of N management, click Grid > Math. In the Open Grid dia-
log box, select the grid file N removed.grd and click Open to open the Grid 
Math dialog box. Grid file N removed.grd then becomes Input Grid File A. 
Leave the entry for Input Grid File B as None. Click on the folder icon for 
Output Grid File C and the Save Grid As dialog box will open. Enter the 
name of the output grid file to be created (i.e., Zone 4.grd).

 11. Click Save to return to the Grid Math dialog box. Enter the following 
Boolean function into the opening at the bottom of the Grid Math dialog 
box: C = if(A > 121.5, 4, A) where values are coded with 4 where A > 121.5 
is true and original values of A otherwise.

 12. Click OK. The grid file Zone 4.grd is created. Surfer returns to a screen 
with an empty plot.

 13. Repeat step 11 except that Zone 4.grd is used as Input Grid File A instead of 
N removed.grd. Enter the name of the output grid file to be created as Zone 
43.grd.

 14. Click Save to return to the Grid Math dialog box. Enter the following 
Boolean function into the opening at the bottom of the Grid Math dialog 
box: C = if(A > 88, 3, A) where values are coded with 3 where A > 88 is true 
and original values of A otherwise.

 15. Click OK. The grid file Zone 43.grd is created. Surfer returns to a screen 
with an empty plot.

 16. Repeat step 11 for the remaining lower class limits (54.5 and 21 kg ha−1) 
remembering to use the previous grid file as Input Grid File A until output 
grid file Zone 4321.grd is created containing class values of 1, 2, 3, and 4.

FigurE  19.7  Grid Math dialog box with settings for creating a map of critically low 
protein.
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 17. To create the final N management map, click Grid > Math. In the Open 
Grid dialog box, select the grid file Zone 4321.grd and click Open to open 
the Grid Math dialog box. Grid file Zone 4321.grd then becomes Input Grid 
File A. Click on the folder icon for Input Grid File B, select critical protein.
grd, and click Open. Click on the folder icon for Output Grid File C and 
enter the name of the map to be created (i.e., N management.grd).

 18. Click Save to return to the Grid Math dialog box. Enter the following 
mathematical function into the opening at the bottom of the dialog box: 
C = if(A = 5, 5, B).

 19. Click OK and the grid file N management.grd is created. This grid will 
replace the data in Zone 1234.grd with a value of 5 where protein in critical 
protein.grd was <132 g kg−1. Surfer returns to a screen with an empty plot.

 20. To convert the grid file to a displayable class map, click Grid > Convert. In 
the Open Grid dialog box, select N management.grd and click Open. In the 
Save Grid As dialog box, enter the file name as N management and save it as 
type ASCII XYZ. Click Save. Surfer returns to a screen with an empty plot.

 21. To display the ASCII N management.dat file as a class map, click Map > 
Post Map > New Classed Post Map. In the Open dialog box, select N man-
agement.dat. The map appears as a plot on the main screen. Double-click on 
the map to open the Map: Classes Post Properties dialog box to adjust the 
number of classes, class limits, and color of symbols representing the classes.
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20 Review	of	Low-	and	
High-Technology	
Nitrogen	Management	
Approaches	for	
Improved	Nitrogen	
Use	Efficiency

Daryl B. Arnall and Robert W. Mullen

20.1   ExEcutivE Summary

The relatively low (33%) nitrogen use efficiency (NUE) of many cereal crops 
grown in the United States suggests that by adopting improved management 
practices agricultural, economic, and energy efficiency could be improved. 
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Techniques designed to improve energy efficiency can be separated into low- 
and high-technology techniques. Low-technology approaches include fertilizer 
timing, the application of slow release and inhibitor enhanced fertilizer, the 
use of yield goals, and soil and plant testing to improve N recommendations. 
High-technology approaches include the management zones, chlorophyll meter 
(CM) or other optical sensors, and soil testing designed to predict N mineraliza-
tion. This chapter discusses and reviews the various low- and high-technology 
approaches that can be used to improve energy and NUE. Case studies that dis-
cuss how the adoption of improved N management techniques increased profit-
ability are provided.

20.2   introduction

NUE is a commonly used term to determine the relative efficiency of the N 
fertilizer. This value is calculated using a number of different approaches. The 
most common approach is to divide the difference in the amount of N taken up 
fertilized and unfertilized control plots by the N rate. A low NUE suggests that 
the N fertilizer was relatively ineffective. Many cereal crop nitrogen (N) fertil-
izer management strategies have relatively low (33%) NUE.1 Using management 
strategies with low NUE can result in low energy use efficiency, environmental 
contamination, and economic losses. Development of alternative N management 
strategies that increase productivity and energy efficiency while reducing the 
environmental consequences of agriculture is an important goal worldwide. This 
chapter provides a brief overview of the N cycle as a framework for discussing 
the cause of low NUE, and then using this framework presents various strategies 
that can be implemented to improve NUE and achieve the goal of sustainable 
crop production.

The N cycle depicted in Figure 20.1 portrays the movement of N in all its differ-
ent forms in both natural and managed agricultural ecosystems between the atmo-
sphere, biosphere, and geosphere. Similar to the carbon cycle, the nitrogen cycle 
consists of various storage pools. In the N cycle, there are four primary pathways 
for potential loss: (1) leaching, (2) denitrification, (3) ammonia volatilization, and 
(4) plant loss.

NUE can be improved by preventing loss once in the soil system and supplying 
the crop with just enough nutrients to satisfy demand. The approach advocated by 
the International Plant Nutrition Institute (IPNI) is to adopt the concept using the 
right source, at the right rate, at the right time, and in the right place, also known 
as the 4Rs. Adopting the 4Rs, has beneficial impacts on environmental, economic, 
and social concerns. The 4R nutrient stewardship concept involves crop producers 
and their advisers selecting the right source-rate-time-place combination from 
practices validated by research conducted by agronomic scientists. Goals for 
economic, environmental, and social progress are set by—and are reflected in 
performance indicators chosen by—the stakeholders of crop production systems 
(http://www.ipni.net/). Implementing a 4R program should result in selecting the 
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correct N form for a given problem. For example, avoiding the use of urea in no-till 
or pasture environments when irrigation is not available; rain is not forecasted 
in the near future; or the weather is hot, dry, and windy. Under these conditions, 
significant loss of N via ammonia volatilization can occur.2,3 The right time sug-
gests applying fertilizer as close to the time of crop need as possible, preventing 
extended periods of time where inorganic-N (specifically nitrate-N) is available 
in the soil system.4 The right place is primarily focused on the immobile nutrients 
(phosphorus and potassium) where techniques such as banding can improve nutri-
ent use efficiency.5 The right place can still be considered in N management espe-
cially in larger scale zone management and variable-rate (VR) N management.6,7 
The fourth R of the 4Rs, right rate, minimizes inorganic-N loss by limiting the 
amount of residual N carried over from 1 year to the next and reducing the risk of 
loss to the environment by not applying more than is needed.1 The majority of the 
NUE improvement methods are focused on the right rate. Many of the methods 
discussed in this chapter would fit into multiple categories, such as slow-release 
fertilizers which are aimed at providing the correct form of nutrient to be released 
at the proper period in the crops life cycle to the use of advanced in-season (right 
time) sensing techniques to identify where (right place) and how much (right rate) 
N should be applied.
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20.3   mEtHodS oF nuE: low tEcH

20.3.1   timing oF n aPPLication

The timing of N application has been extensively studied. The general conclusion is 
that N should be applied to coincide with the time it is needed by the crop. Plants 
generally have the highest demand for N following emergence, during periods of 
rapid growth, and during grain filling. To account for these different needs, N can 
be split applied.8,9 The goal of split application is to provide in-season N to the crop 
during the period of greatest demand. For example, in winter wheat production, N 
was historically applied prior to planting, up to 2 months before the seed was sown 
in September to October (in the Central Plains). Winter wheat germinates and grows 
during the fall and then lays dormant during the cold winter months. It then greens 
up in the spring and has the greatest need for N from February to May. This means 
that the majority of the fertilizer N had been in the soil for up to 7 months. Split 
application strategies apply a low percentage of the total N as preplant, with the 
remainder being applied in January or February. Olson and Swallow10 observed that 
in 4 out of 5 year’s in-season application of N led to an increase in fertilizer use effi-
ciency over preplant treatments.

When considering in-season N management, foliar applications is also a pos-
sibility. Finney et al.11 recorded an increase in wheat grain protein by as much as 
4.4% when foliar applications of urea solutions were made at flowering. Wuest and 
Cassman12 found that the recovery of N applied at anthesis was 55%–80%, while the 
recovery of preplant N ranged from 30% to 55%. While damage of the leaf surface 
is a concern with urea-ammonium nitrate solutions when temperatures exceed 65°F, 
there are many low-salt N solutions that minimize this injury such as ureaformalde-
hyde (UF) and isobutylidene diurea (IBDU). Supplementing N later in the growing 
season when N demand is higher can result in improved NUE for most cereal crops.

20.3.2   sLoW or controLLed reLease

Slow-release or controlled-release fertilizers (CRF) are either specially formulated 
or coated with a less soluble compound to alter how N is released into the soil sys-
tem. For the purposes of this discussion, the two terms will be considered synony-
mous. These fertilizers are very popular in the horticulture and turf grass industries, 
as well as in agricultural production regions with high rainfall. Slow-release fertil-
izers have advantages in their ability to increase plant nutrient recovery by lowering 
denitrification and NO3 leaching.13–16

There are many forms of slow-release fertilizers, but most can be separated into 
two groups: coated and uncoated. To achieve a slower release of N, fertilizer prills 
can be coated with sulfur or polymers and are made of an alternate form of N such 
as UF, methylene urea, or IBDU uncoated fertilizers.

The premise of coated fertilizers is that a less soluble compound should surround 
the soluble N source. The availability of N from urea with a sulfur and/or protec-
tive overcoat is dependent upon physical breakage, biological oxidation, and diffu-
sion. The release is primarily controlled by moisture, temperature, and thickness of 
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coating. Generally the release of sulfur-coated material is slow but uncontrolled. For 
polymer-coated N, release is controlled by polymer chemistry, manufacturing pro-
cess, thickness, temperature, and moisture. The release is very controlled and can be 
matched with expected plant uptake.

During the 1960s and 1970s, the technology to coat urea with sulfur was devel-
oped by the National Fertilizer Development Center. Sulfur was chosen as the prin-
ciple coating material because of its low cost and its value as a secondary nutrient. 
Sulfur-coated ureas are comprised of particles of urea coated with a layer of sulfur 
and usually a sealant plus a conditioner.17 They are typically brown to tan or yellow, 
depending on the source of urea and whether a sealant is used. Nitrogen is released 
from the prill when water penetrates through micropores, imperfections, and micro-
bial degradation of the coating. Once penetration occurs, it is released rapidly. Wax 
seals can be used, which must be degraded by microbes prior to release. Polymer-
coated fertilizers (PCFs) have a different release mechanism than coated materials. 
These products release nutrients by diffusion through a semipermeable polymer 
membrane, and the release rate can be controlled by varying the composition and 
thickness of the coating. The type of fertilizer source also may influence the rate of 
N release.

Meister programmed release fertilizer products are produced by using thermo-
plastic resins as coating materials. The resin coating can be applied to most nutri-
ent sources including N, P, or K. Release-controlling agents such as ethylene-vinyl 
acetate and surfactants are added to the coating to obtain the desired diffusion char-
acteristics, while coating thicknesses remain similar for most products. The nutrients 
are released by diffusion through the coating, which are the common methods of 
release for most of the PCFs. Because of this, the release is largely controlled by 
temperature and moisture.

Reactive layer coating (RLC) is a technology that combines two reactive mono-
mers as they are simultaneously applied to the fertilizer source. By doing this, an 
ultra-thin membrane coating controls nutrient release by osmotic diffusion. Just as 
with Meister products, RLC can be applied to most solid nutrient sources. The thick-
ness of the coating will control the rate of diffusion and the duration of nutrient 
release.

Polymer- and sulfur-coated fertilizers (PSCFs) are hybrid products that utilize 
both a primary coating of sulfur and a secondary polymer coat. These fertilizers 
were developed to achieve the same or near similar performance of PCFs but at a 
much reduced cost. The combination of the two coatings permits a positive cost/
benefit value over products with single coatings of either sulfur or polymer.

Uncoated slowly available compounds protect N by delaying the availability to 
the soil environment. For the CRF chemistries, N release relies upon biochemical 
decomposition, and the length of protection lasts weeks to months. The release rate 
of each compound is determined by the chemical structure’s resistance to break-
down, the molecular weight and degree of polymerization, and the environmental 
conditions. The release of N is considered slow, yet generally uncontrolled. Another 
characteristic of uncoated products is that they are homogenous, that is, their compo-
sition is the same throughout the particle. By contrast, coated products, which consist 
of a fertilizer core surrounded by a coating, are not homogenous.

© 2011 by Taylor and Francis Group, LLC



342	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

We will now discuss two uncoated slow-release fertilizers. UF reaction products 
represent one of the oldest controlled-release N technologies, having been first pro-
duced in 1936 and commercialized in 1955. IBDU is a white crystalline solid avail-
able in a wide range of particle sizes that contains a minimum of 30% N with 90% 
of the N in water-insoluble form.

For uncoated fertilizers, the release of N is performed through a process of con-
verting the N of the product into a plant-available form of N. For UF products, this 
is a multistep process involving dissolution of the compound and then microbial 
decomposition into plant-available N. Since microbial decomposition is the primary 
process involved in the conversion, environmental conditions play a critical role in 
the rate of nutrient release. Nitrogen from IBDU becomes available to plants through 
hydrolysis. In the presence of water, the compound will hydrolyze (break down) into 
urea and isobutyraldehyde. The low water solubility of IBDU controls the transport 
of the product into the soil solution. The particle size and water availability have an 
impact on IBDU dissolution. Once in the soil solution, the hydrolysis rate is affected 
by soil pH and temperature. Because of IBDU independence of microbial interac-
tion, N release can readily occur at low soil temperatures that may hinder microbial 
activity. This is why IBDU products are preferred in cool-season applications.

It is important to know the mechanisms of N release for both slow- and controlled-
release fertilizers in order to choose the correct product for the given environment. 
For example, it would not be advised to use a sulfur-coated urea in a highly acidic 
soil, as the sulfur lowers soil pH,18 while coatings that require microbial degrada-
tion might not be the best choice for cool soils. A limiting factor in the use of these 
fertilizers is the high price per unit of N. In many cases, the price for slow-release 
fertilizer is two to six times higher per pound of actual N.

20.3.3   inhiBitors: urease and nitriFication

Urease and nitrification inhibitors are products that are added to commercial N fer-
tilizers. Urease inhibitors such as NBPT [N-(n-butyl)-thiophosporic triamide] are 
added to urea-based fertilizers to delay/inhibit the activity of the urease enzyme. 
Urease is an enzyme that catalyzes the hydrolysis of urea into carbon dioxide and 
ammonia (NH3). In the soil system, the NH3 is then quickly converted to ammonium 
(NH4). Urea hydrolysis has to take place for the N in urea to be plant available. 
However, preventing urea hydrolysis is beneficial in situations where the urea is not 
incorporated or injected into soil. When urea sits on the surface, the urease enzyme 
breaks down urea into the volatile form of NH3. If urea is not incorporated with rain 
or irrigation within 2–4 days of a surface application, even faster on high pH soils,19 
the NH3 can be volatilized (Figure 20.1). The addition of the inhibitor delays this 
process up to 14 days (Agrotain, St. Louis, MO). This product is especially useful in 
no-till systems and pasture systems.20 This product is only useful for urea-type fertil-
izers and should not be used when the fertilizer is injected into the soil. It may not 
increase NUE when liquid urea ammonia nitrate (UAN) is applied with flat fan noz-
zles, UAN banded with streamer nozzles, or rainfall occurs soon after applications.

Nitrification inhibitors slow down the process of NH4 being converted to nitrate (NO3) 
by killing or interfering with the metabolism of Nitrosomonas bacteria (Figure 20.1). 
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The benefit of preventing this conversion is that that NO3
− having a negative charge is 

highly mobile. Nitrate will travel with the soil water so leaching is a particular problem, 
especially in coarse-textured soils. High rainfall or irrigation in naturally well-drained 
or tile-drained soils increases the likelihood that NO3

− will leach out of the rooting zone. 
The loss of N from the rooting zone can be minimized by lengthening the time that the 
N is in the ammonium form.

In addition, nitrification inhibitors can also reduce denitrification (the microbio-
logical conversion of nitrate and nitrite to gaseous forms of N). Denitrification is a 
major pathway of N loss from most fine-textured soils. Denitrification can occur in 
waterlogged soils. High soil pH, high carbon, warm soil temperatures (>60°F), and 
an abundance of nitrate, and a carbon source will create a maximum rate of denitri-
fication. In waterlogged soils, more than 100 kg NO3 ha−1 can be denitrified within 
a 5-day period. However, in cold (40°F) or low pH (5 or below) soils, denitrification 
can be slow. Nelson and Huber21 reported that the application of nitrification inhibi-
tors delayed the conversion of NH4 to NO3 for 4–10 weeks, depending upon soil pH 
and temperature. With fall applications of N fertilizers, nitrification inhibitors mini-
mize nitrification until low soil temperatures (40°F) stop the process. With spring 
applications, nitrification inhibitors prevent the formation of nitrate during the late 
spring when rainfall is high and uptake of N by crops is low.

20.3.4   yieLd goaL

Yield goal is the “yield per unit area you hope to grow.”22 A yield goal is the 
desired outcome from which the N rate can be calculated. However, Dahnke 
et al.22 noted that desired and actual are two different things. Yield goals can be 
defined using a variety of approaches. For example, yield goals can be defined 
as the fields past average yield, the past average yield over the past 10 years plus 
10%, the average yield plus 10% minus outliers, and potential yield. The potential 
yield is the highest possible yield that can be obtained with ideal management, soil 
conditions, and weather. Hoeft and Zafziger23 and Zhang and Raun24 recommend 
that the yield goal is usually 30%–33% higher than the average yield. When yield 
goals are applied, it explicitly places the risk of predicting the environment (good 
or bad year) on the producer.

Many researchers in the United States have shown that yield goals are poorly 
correlated with optimum N rates.25–27 For example, in data from a long-term 
Oklahoma winter wheat study (initiated in 1971), the average optimum N rate over 
a 36-year span was 55 kg ha−1 (Figure 20.2a). The error associated with this aver-
age was ±44 kg N ha−1, and the maximum average yield was 2863 kg ha−1 (43 bu ac−1) 
with an error of ±870 kg ha−1 (13 bu ac−1) (Figure 20.2b). The maximum yield 
during the study was 5936 kg ha−1 (89 bu ac−1). In this study, the optimum N rate 
ranged from 0 to 157 kg N ha−1. Predicted yield goal-based N recommendations 
were poorly corrected with measured values. Poor correlations between measured 
and predicted N rates have been recorded in many crops all across the world. This 
is attributed to a wide range of N needs from one year to the next. University exten-
sion, fertilizer dealers, and private consulting organizations have historically used 
yield goals due to the lack of a better alternative.
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20.3.5   soiL testing: PrePLant and Pre-sidedress nitrate

Soil testing can be used to determine the amount of inorganic and organic N con-
tained in the soil. Many N recommendation protocols use some form of soil testing. 
Oklahoma State University generally recommends that farmers apply 33 kg N ha−1 
for every 1 Mg of wheat (2 lb N ac–1 for every bushel of wheat) they hope to produce, 
minus the amount of NO3-N in the surface (0–15 cm) soil profile. 24 Nitrogen’s 
dynamic nature leads to the downfall of soil test N recommendations. Any change in 
environment, whether it is temperature, rainfall, or plant growth, after the sample is 
collected affects N concentrations in soil.
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FigurE 20.2  (a) Winter wheat grain yield of two fertility treatments (0 and 112 kg N ha) 
from 1971 to 2007. Over the 26-year period, the yield ranged from the 1422 to 5936 kg ha−1. 
Long-term fertility study located at Central Oklahoma. (b) Optimum N fertilizer rate to reach 
maximum winter wheat grain yield from 1971 to 2007. Over the 26-year period, optimum 
rate ranged from 0 to 156.8 kg N ha−1. Long-term fertility study #502 located at Lahoma, 
Oklahoma.
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The depth at which a soil sample is taken can affect the efficiency at which fertil-
izer N is used. The soil sampling depth should match the rooting depth.

Pre-sidedress soil test nitrate (PSNT) is collected prior to a sidedress N appli-
cation.28 This method has predominantly been used in the production of corn. 
For PSNT, it is recommended that soil samples be collected when the crop is 
20–30 cm in height, and the sample is collected to a depth of 30 cm. In most cases, 
a concentration of 20–30 mg kg−1 is considered to be nonresponsive to additional 
N inputs.29–34 The PSNT has been found to be an adequate method of separating 
responsive and nonresponsive fields.35,36 Guillard et al.,34 Magdoff,37 and Durieux 
et al.38 found that the PSNT reduced overfertilization. It is most useful in fields 
that have received an application of animal waste or have a legume crop included 
within its rotation.

20.3.6   PLant tissue testing and tiLLer density

Plant analysis is the quantitative determination of the elements in plant tissue. 
Plant analysis consists of procedures that quantify laboratory analysis, while 
tissue testing refers to semiquantitative “quick” tests that analyze plant sap and 
can be conducted on-site for troubleshooting purposes.39 Both laboratory and in-
field tests can be performed to evaluate N concentrations in the plant samples. 
Research suggests that plant N concentrations at various growth stages provide 
good predictive values of corn or wheat yields and N responsiveness.39–46 Vaughan 
et al.47 found that a combination of spring soil inorganic-N and plant N concentra-
tions provided a better prediction of wheat N response than either soil or plant 
N measurements alone. Unfortunately, Vaughan et al.47 reported that stem and 
whole-plant NO3-N concentrations were too variable for reliable use in wheat N 
recommendations.

An N management strategy for winter wheat, which both involved a soil NO3-N 
test, plant analysis, and tiller density estimation, was developed by Scharf and Alley.45 
Tillers are the lateral shoots that form out of auxiliary buds in the wheat plant. The 
method determined the whole-field tiller density at GS 25.48 If the tiller density was 
low (<1000 tillers m−2), applying N at GS 25 improved grain yields and economic 
returns. At GS 30, they found that a tissue test could be used to optimize further N 
applications. Weisz et al.49 examined the critical range for GS 25 N application for a 
wide range of tiller densities. They found that when tiller density was <540 tillers m−2, 
applying all of the spring N at GS 25 produced grain yields that were greater than 
those obtained by applying all of the N at GS 30. However, when tiller density was 
>540 tillers m2, applying all of the spring N at GS 25 produced grain yields that 
were less than those obtained when all of the N was applied at GS 30. These stud-
ies show that to obtain maximum grain yield, wheat growers must know the tiller 
density at GS 25 and be able to respond quickly by applying N when needed. This 
method was shown to increase the producer income by an average of $73 ha−1.45 
Flowers et al.50 reported that in spite of the benefits of timing N based on tiller 
density, growers are reluctant to use this system. Lack of adoption is attributed to the 
fact that tiller counts are difficult and laborious to obtain, and tiller density is highly 
variable across a field.
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20.4   mEtHodS oF nuE imProvEmEnt: HigH tEcH

20.4.1   management zones

In traditional N management, a single rate is based on the average perceived need 
of an entire field, which often consists of large areas of land. Because of field spatial 
variability, this method inherently places excessive amounts of N in some areas, while 
others may receive an inadequate amount. The spatial variability of a field has long 
been recognized as having an impact on crop yield.51 The advent of the combine yield 
monitor and its widespread use has revealed to many agronomic producers just how 
variable yield is across agricultural landscapes. Solie et al.52 reported that variability 
in soil test values was determined to exist at resolutions of less than 1 m2, illustrating 
that coarse resolution approaches (>1 ha) may not be the optimal agronomic resolution.

Fields can be separated into management zones, and these zones can be differ-
entiated by a multitude of characteristics. Zones can be delineated by historic yield 
levels (i.e., zones of low, average, and high yields), soil type or texture, slope, bare 
soil imagery, remotely sensed canopy reflectance, farmer experience, soil electri-
cal conductivity, or depth to limiting layer.53–56 Reducing the size of the field into 
zones can improve energy and NUE.57,58 A challenge with this approach is defining 
the management zones.59,60 For example, in a dryland field with a coarse-textured 
soil type in one well-defined area and a fine-textured soil in a different area can 
be separated into two zones. Managing these two areas is difficult because the sandy 
soil might have very high yields some years and low yields other years. Solie et al.61 
stated that, in order to capitalize on any potential N fertilizer savings and increased 
energy and NUE, management decisions need to be made at the appropriate field 
element size. Field element size is defined as that area or resolution that provides 
the most precise measure of the available nutrient where the level of that nutrient 
changes with distance. With the current state of fertilizer applicators and global posi-
tioning system technologies, the field element size can be reduced to the width of the 
applicator and a similar distance in the direction travel.

Research has shown that site-specific management zones and VR application 
(VRA) can increase NUE.62–64 Mulla and Bhatti65 showed that in eastern Washington, 
N application for winter wheat could be reduced by as much as 42 kg ha−1 using 
VRA. In irrigated corn production, Koch et al.66 observed that a VR yield goal zone 
management strategy produced net returns ranging from $18.21 to $29.57 ha−1 over 
the uniform N management strategy. Khosla et al.67 found that using VRA on a 
20.4 ha field located in Virginia reduced total N applied by 22 kg N ha−1 without a 
reduction in grain yield when compared with a uniform N treatment.

Combining management zones (right place) with the concept of the right 
source can result in improved NUE. Noellsch et al.68 demonstrated that the use of 
controlled-release N fertilizer (polymer-coated urea) or anhydrous ammonia in spe-
cific management zones can be beneficial over urea. Within their study, they utilized 
landscape position as a factor to determine where polymer-coated urea or anhydrous 
ammonia should be used. They concluded that under certain environmental condi-
tions, low-lying areas benefited from the use of polymer-coated urea or anhydrous 
ammonia compared to urea.
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20.4.2   reFerence striPs

The use of reference strips (N-rich strip) as a tool to improve energy and NUE has 
potential in both low- and high-tech applications. Reference strips are a simple tech-
nique for identifying areas that may respond to additional N.60 N strips are placed 
in fields by applying a relatively high rate in a strip across the field. This can be 
accomplished by doubling or tripling the preplant N rate on one pass, by returning 
after preplant application, or by planting with a single pass through the field with a 
high rate of N. It is recommended that the reference strip contain at least 125% of 
the recommended total N need for the crop.69 This strip should contain enough N 
to carry the crop through the entire season, minimizing the risk of N deficiency. By 
comparing the N strip to other areas in the field, N recommendations can be fine-
tuned. CM and remote sensing have been used to quantify differences. If there is a 
visible difference between the reference strip and the rest of the field, then there is a 
definite need for added N. Conversely, if differences are not detected, then additional 
may not be needed.

Variations of the N-rich strip have been evaluated and used, much of which 
employ a sequence of N rates.70,71 In essence, an N rate study is applied in each 
field to determine optimum N rate. The “Ramped” reference strip is a strip where 
different N rates are applied to different areas across the strip. One approach is 
the start with a high N rate which is sequentially decreased every 3–9 m until the 
zero rate is achieved. The ramps would measure from 60 to 150 m in total length.71 
In a field with high spatial variability, the ramp strip may not provide reliable 
prescription.

20.4.3   iLLinois soiL n test

The Illinois soil N test (ISNT), developed by Mulvaney and Khan,72 determines dif-
ferent forms of N in the soil hydrolysates.73 The ISNT values are strongly corre-
lated to amino-sugar N value72 which is directly related to the soil N mineralization 
potential and inversely related to a crop potential to respond to additional N.72 This 
suggests that a critical level may be determined to indicate whether or not crops will 
respond to fertilizer N in a particular field. Since the test’s introduction, it has been 
evaluated on many different soils and environments. Unfortunately, like numerous 
other N mineralization indexes, it has had mixed results.73

20.4.4   Light: cm and oPticaL sensors

Chlorophyll has been shown to be highly correlated with leaf N concentration.74–76 
It is most useful when it is used in combination with a reference strip. Instruments 
such as the SPAD meter (Figure 20.3) measure relative chlorophyll concentration 
and report the results as arbitrary units. CM work by being clamped down on the 
leaf so that light may be transmitted through the leaf and transmittance determined 
at the 650 and 940 nm wavelengths. Research conducted across the corn belt 
with this tool has shown that it can improve in-season N recommendations.9,77–80 
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Sims et al.81 indicated that the leaf CM could be an alternative to the PSNT for refin-
ing in-season fertilizer N requirements in corn. A problem with the CM is the length 
of time required to collect field data. Optical sensors and aerial imagery has been 
proposed as a technique to overcome this problem.

Canopy reflectance has evolved as a promising high-tech approach to improving 
NUE. Crop health can be assessed using a variety of remote-sensing indexes. The 
most common indexes used are normalized difference vegetation index (NDVI) and 
Green band NDVI (GNDVI).82–87 NDVI utilizes visible (670 nm) and near-infrared 
(NIR) light, approximately 780 nm, and is calculated as (NIR − Red)/(NIR + Red), 
while GNDVI is calculated with (NIR − Green)/(NIR + Green). Different remote-
sensing indexes may be better at predicting one stress than another.88

Remote-sensing information can be collected from satellite imagery, aerial pho-
tography, and ground-based sensors, and passive and active sensing. All satellite and 
aerial imagery and some ground-based systems use passive sensing, which involves 
the measurement of natural reflected light as well as irradiated, ambient light from 
the sun. Active sensors generate their own light source. NDVI has been used as an 
index of plant health because the red band is absorbed by chlorophyll and the NIR 
band is reflected by healthy vegetation. Plants with a higher leaf area and chlorophyll 
contents reflect less red and more NIR light. The NIR wavelength is able to penetrate 
the inner layer plant cells. The healthier or more vigorous a plant that has a denser 
inner cell reflects more NIR while the weaker cells allow greater penetration of the 

FigurE 20.3  Image of the Minolta SPAD 502 CM. (Courtesy of Konica Minolta Sensing, 
Inc. Tokyo, Japan.)
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inner wall, as seen in Figure 20.4. Past work has shown that NDVI measurements 
in winter wheat between Feekes physiological growth stages 4 and 5 can provide a 
reliable prediction of both N uptake and biomass.61,89

Two terms often used with optical sensor/plant reflectance technology are suf-
ficiency and response. While the technological meaning of the two terms is differ-
ent, they are actually the mathematical reciprocal of each other. This is also where 
reference strips play a part in reflectance-based N rate prescriptions. The reference 
strip is just that, a reference of what the crop looks like when supplied with adequate 
amounts of N. Both the sufficiency and response indices compare the N-rich refer-
ence (NR) with the rest of the field, which we will refer to as the farmer practice.

Sufficiency index (SI) is calculated by dividing the NDVI of the farmer practice 
by the NDVI of the NR, giving you a percent of total. For example, if the NDVI 
in field equals 0.67 and the NDVI of the N-rich strip was 0.83, then the SI would 
be 0.81 (0.67/0.83). Using the SI concept, the rest of the field only has 81% of the 
total N required for maximum yield. Using a predetermined economic optimum N 
rate (EONR), a sidedress N prescription can be made. For this example, if the EONR 
for the areas yield potential and soil type is 150 kg N ha−1, the calculation for 
sidedress N rate would be simply 150 * (1.0 − 0.81), and the prescription for the field 
would be 28.5 kg N ha−1.

The response index, as mentioned before, is the reciprocal of the sufficiency 
calculation. The NDVI of the N-rich strip is divided by the NDVI in the field. So, 
using the same NDVI values in the previous example, response index would be 
1.23. Using this concept, additional N would be needed to optimize yields.
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An alternative approach is to combine crop reflectance with growing degree days 
(GDDs).90,91 GDDs are calculated by taking the daily minimum temperature plus 
maximum temperature and dividing by 2. The sum of the GDDs accumulated from 
planting to sensing is cumulative GDD. The use of GDDs in predicting grain yield 
was a successful method of normalizing the NDVI reading for variable environ-
ments, growing conditions, planting dates, and stage of growth at the time of sensing. 
A method of determining N rate when using response index and yield potential was 
outlined by Lukina et al.92 The N rate is calculated with the equation:

 N rate (YP0 RI YP0) %N NUE= ∗ ∗– /

where
YP0 is the yield potential of the farmers practice
RI is the response index and is calculated by dividing the NDVI of the N-rich strip 

by the NDVI of the farmer practice
%N is the percent of N in the grain

NUE is the expected N use efficiency of the fertilizer application In essence, 
this method determines the difference in yield between the farmer’s field and well-
fertilized reference strip, and the algorithm recommends enough N fertilizer to cor-
rect for this difference. The amount of N is determined through a back calculation 
of the average grain N content and amount of yield removed. Because yield potential 
is a part of the equation, two fields that have the same measured response indices 
may have very different N rate recommendations if yield potentials are different. 
If both fields share a response index of 1.23 but the first field farmer practice has a 
yield potential of 2000 kg ha−1, then the recommendation would be to fertilize for a 
460 kg ha−1 yield increase, but if the second field has a farmer practice yield potential 
of 4000 kg ha−1, then the N rate required would be for a 920 kg ha−1 yield increase. 
The amount of actual N required to achieve a 920 kg ha−1 increase in yield would be 
(920 * 0.0239)/0.50 = 43.9 kg N ha−1, where 0.0239 represents the average percent 
N in winter wheat grain (2.39%) and 0.50 is the expected efficiency of the N when 
applied topdress. The expected efficiency can change depending on application con-
ditions, crop growth stage, and a range of other factors that must be identified by the 
producer.

20.5   caSE StudiES: calculating n ratES in arEaS 
witH diFFErEnt yiEldS

Case Study 1: Reference Strip Identifies In-Field Variability

Location: North East Oklahoma in a 32 ha corn field, the previous crop was winter 
wheat following soybeans.

The producer had applied an N-rich strip that ran the length of the field. At the 
time of sensing, eight-leaf stage, the N-rich strip stood out from the rest of the field. 
However, there was a significant soil texture change, and the eastern third of the 
field consisted of a much more coarse-textured soil. Viewing the N-rich strip, this 
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change was very evident. In the finer soil, the field was much less responsive and the 
N-rich strip did not present the same significant difference as it did in the eastern 
one-third. The sensor readings were individually collected from the N-rich strip and 
farmer practice within the fine and coarse soils. The NDVIs indicated an RI of 1.15 
from the fine soil and an RI of 1.3 from the coarse-textured soil with recommended 
N sidedress rates 22 and 66 kg N ha−1, respectively. With this knowledge, the pro-
ducer could have applied the N according to management zones as the sensor recom-
mended. However, this producer decided to apply a flat rate of 44 kg N ha−1 across 
the field, acknowledging that he was overapplying to two-third’s of the field while 
underapplying and losing yield on the additional one-third.

Case Study 2: Optical Sensor Identifies a Difference in Past Management 
Practices

Location: North Central Oklahoma in a 65 ha wheat field, previous crop was 
unknown.

The producer had recently purchased the 65 ha, and this was the first crop, previ-
ously the field was farmed as two independent fields, each with a different history. 
The producer owns a commercially available sensor-based VR applicator. At plant-
ing, the producer placed an N-rich strip in the field and took NDVI measurement 
prior to topdress. The producer had expected to apply approximately 55 kg ha−1; the 
actual applied average N rate was 52 kg ha−1. When the application map created by 
the software was reviewed, there was a significant difference in average N rate and 
a definite break that occurred in the middle of the field. On the west 32.5 ha, only 
26 kg ha−1 was applied while the east half received 78 kg ha−1. Because of this differ-
ence, the history of the land was further investigated with the conclusion that the east 
32.5 ha had historically been under mono culture winter wheat production for many 
years, while the western 32.5 ha had been recently taken out of alfalfa hay produc-
tion. When the yield monitor data were reviewed after harvest, the entire 65 ha field 
had a relatively homogenous grain yield of 3900 kg ha−1. Without the benefit of the 
reference strip in optical sensor technology, the producer would have likely overap-
plied N to 32.5 ha and lost a significant amount of yield on the remaining 32.5 ha.

Case Study 3: Optical Sensor Identifies a Growing Season with High-Fertilizer 
N Demand

Location: Central Oklahoma in an 81 ha continuous cultivated wheat field.
The producer had agreed to support a large-scale replicated study evaluating 

sensor-based N management strategies. Three treatments were evaluated—preplant 
only, producers practice, and sensor-based nitrogen rate calculator (SBNRC) flat 
rate—on 0.2 ha plots with three replications. The SBNRC utilizes an optical NDVI 
sensor and a reference strip to calculate potential yield, response index, and the N 
fertilizer recommendation. The producer had collected soil samples during the sum-
mer; soil test NO3 results recommended a total of 39 kg N ha−1 to be applied to reach 
the 3360 kg ha−1 yield goal. The producer applied 20 kg N ha−1 preplant and planned 
to apply the remainder as topdress. At the time of sensing, Feekes 5, the N-rich 
strips that were applied at sowing were very visible after a very dry and cold winter 
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(immobilization and lack of N contributed from rainfall, Figure 20.1). Because of 
the dramatic visual difference, the producer applied 30 kg N ha−1 to the rest of his 
field (11 kg higher than soil test recommendation), based on the NDVI and GDDs the 
SBNRC recommended 66 kg N ha−1. The wheat was harvested by the producer and 
the yield was recorded using a weigh wagon. The SBNRC flat rate out yielded the 
producers practice by 389.74 kg grain ha−1. This increase in grain yield resulted in an 
increase in profit of $33.42 ha−1, assuming a grain price of $0.206 and $1.23 kg−1 for 
the N fertilizer. The use of reference strips and optical sensors provided an oppor-
tunity to increase yields by identifying a situation where the crop would be highly 
responsive to fertilizer N.

Case Study 4: Optical Sensor Identifies a Growing Season with Low-Fertilizer 
N Demand

Location: East Central Missouri a 32.4 ha cornfield, previous crop was also corn.
The producer had agreed to support a large-scale replicated study evaluating 

sensor-based N management strategies. Three treatments were evaluated—produc-
ers practice, flat rate SBNRC, and sensor-based variable-rate treatment (VRT)—on 
0.1 ha plots with three replications. At the time of sensing, nine-leaf stage, the N-rich 
strip had slightly higher NDVI values; however, it was not apparent visually, with the 
exception of a slight difference in height. The producer had 17 kg N ha−1 preplant to 
the entire field while the N-rich strip had received 392 kg N ha−1. A good N response 
at this location was expected considering it was third-year corn on corn production 
with very little preplant N. However, it was a very moist spring and early summer and a 
soil with 2% organic matter (mineralization and additions from rainfall, Figure 20.1). 
At the time, the SBNRC calculated yield potentials to be near 13,180 kg ha−1. The 
producers rate, and the rest of the field, received 246 kg N ha−1. The SBNRC recom-
mended 112 kg N ha−1, and an average rate of 76 kg N ha−1 was applied to the VRT. 
The plots were harvested by the producers and yield data collected with a yield 
monitor. The farmer practice had the highest yield with 12,260 kg ha−1 and lowest 
gross profit at $1726.40 ha−1, assuming $0.157 kg−1 grain and $0.77 kg−1 N fertilizer. 
The SBNRC flat rate resulted in a yield of 11,910 kg ha−1 grain yield and a profit of 
$1774.52 ha−1. The VRT rate resulted in the highest profit of $1806.4 ha−1; this is not 
taking into account cost of the equipment. The VRT did yield slightly lower than the 
producers practice with an average grain yield of 11,940 kg ha−1. In this case, the use 
of reference strips and optical sensors provided an opportunity to increase profits by 
identifying a situation where the crop would be minimally responsive to fertilizer N 
and the producers traditional practice would apply N at an excessive rate.

20.6   Summary

Among the many methods of NUE improvement, all are valid. Some, however, may be 
more regionally or system selective than others. Every step taken to improve NUE in 
agricultural production is a step forward. While considering these different methods, 
you should not ask “Is this the perfect method or solution?” The question that must be 
asked should be “Does this method improve upon the previous practice?” It is essential 
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to recognize that there is currently no perfect answer, and likely there will not be one 
any time in the near future. Nitrogen’s dynamic relationship with the environment adds 
to our inability to control the fate of N. A worldwide solution for improved N manage-
ment will ultimately be tied to better incorporation of climatological inputs that define 
the exact conditions encountered from planting to the time mid-season N decisions are 
made. The development of new innovations, testing of new concepts, and cooperation 
of agricultural producers, industry, and the scientific community on a global scale will 
assist in realizing change that is sorely needed in world N management. Today, high-
tech methods use real-time sensor measurements to make recommendations at the 
field or zone level. Tomorrow’s high-tech solutions will undoubtedly incorporate the 
ability to economically and efficiently apply N to individual plants.
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21.1   ExEcutivE Summary

To our knowledge, geographical information system (GIS)-based site-specific nitro-
gen management (SSNM) techniques have not been used to assess agricultural energy 
costs and efficiency. This chapter uses SSNM case studies for corn (Zea mays L.) 
grown in Missouri and cotton (Gossypium hirsutum L.) grown in Texas. In five case 
studies, the impact of SSNM will be compared with blanket N fertilizer recommen-
dations. The five case studies are investigating (1) the impact N on energy produced 
in cotton production, (2) the impact of variable-rate N for cotton production based 
on soil nitrate and crop reflectance, (3) the feasibility of variable-rate N based on 
corn crop reflectance, (4) the use of corn management zones and crop reflectance 
for improving N recommendations and energy efficiency, and (5) the ability of using 
aerial photographs to improve N recommendations in corn.

21.2   Background

In production agriculture, nitrogen (N) is a nutrient that often limits crop growth 
and when applied at rates that are sufficient to optimize yield, represents one of the 
single largest energy investments. Nitrogen fertilizer use, which has increased 80 
times since the 1920s has contributed to worldwide yield increases.1–3 In the United 
States, corn, wheat, and cotton use 70% of total fertilizer used, with corn accounting 
for 50% of the N.4 Asia is one of the areas in the world where it is used, and resulting 
yields are expanding rapidly. Higher yields are needed to feed an expanding popula-
tion that desires more meat in their diets.

One of the primary energy costs of cropping systems is associated with N fertil-
izer.5 Most commercially available N fertilizer is made from nitrogen gas (N2) which 
makes up 70% of the atmosphere. To convert the N2 molecule to a biological active 
form requires a large amount of energy (Figures 21.1 and 21.2). Not all N sources 
have the same energy production requirements (Table 21.1). Of the commonly used 
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FigurE 21.1  Nitrogen fertilizer is the dominant energy input for corn (maize) cropping 
systems in the United States. (Data from Shapouri, H. et al., The energy balance of corn 
ethanol: An update/USDA Agricultural Economic Report No. 813, 2002.)
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N fertilizers, anhydrous ammonia has the lowest amount of energy associated with 
its production and transport. Most of the energy cost is in the production of N fertil-
izer, and only a small proportion of energy is expended for transport and applica-
tion.6 Kuesters and Lammel7 reported that the energy requirement for transporting a 
kilogram of urea 8000 km by sea was 5.56 MJ kg−1 urea-N, while the energy require-
ment for producing the urea was 8400 MJ. Natural gas is the main energy input into 
the production of N fertilizer.3

Although N fertilizer has increased crop yields, the overapplication of N can 
have unintended negative economic and environmental consequences. Both envi-
ronmental and efficiency-related concerns have fueled thousands of field studies 
of N fertilizer management, cycling, export, and balances in various cropping sys-
tems. Nitrogen behavior in soil turns out to be remarkably complex. The fates of 
N fertilizer not utilized by plants include NO3

− leaching, ammonia volatilization, 
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FigurE 21.2  Fertilizer is the dominant energy input for cropping systems (mainly rice) in 
Bangladesh. (Data from Alam, M.S. et al., Am. J. Environ. Sci., 1, 213, 2005.) Breakdown of 
fertilizer energy into NPK is not given, but is dominantly for N.

taBlE 21.1
Energy needed for the Production of common 
n Fertilizers

n Fertilizer Source n concentration (%)
Energy Production 

requirement (mJ kg−1 n)

Ammonia 82 55

Ammonium sulfate 21 58

Liquid UAN 32 65

Ammonium nitrate 34 67

Urea 46 70

Source: Adapted from Hood, C.F. and Kidder, G., Fertilizers and energy, Fact 
Sheet EES-58, November 1992, Florida Cooperative Extension 
Service, University of Florida, 1992.
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immobilization into soil organic matter, fixation in clay particles, and denitrifica-
tion. Nitrous oxide is a product of denitrification and nitrification and is a potent 
greenhouse gas. Emissions of N2O increase several fold in soils following N fertil-
ization.8–10 Management strategies to reduce N loss and increase crop N recovery 
have been studied extensively, including N fertilizer source, application method, tim-
ing of fertilizer application, tillage, N loss inhibitors (fertilizer additives), and, more 
recently, site-specific management to account for within-field crop N needs.11,12

Nitrogen use efficiency (NUE) in terms of its recovery by row crops is generally 
less than 50%.13,14 In spite of these relatively low values, agronomic NUE (i.e., increase 
in grain yield per unit of applied N) has increased in corn 36% since 1980.14 Much 
of this improvement is due to cultivar development, but higher plant populations and 
improved soil management practices, such as conservation tillage, contribute as well. 
Improved N management practices include less fall-applied N fertilizer and more split 
N applications.14 Plant breeding has clearly made major contributions to corn and 
wheat yield gains the last several decades. Studies in wheat15 and corn16 have compared 
historical cultivars with modern ones and found an increase in agronomic NUE. With 
wheat, agronomic NUE was reported to have increased between 1950 and 1985 by 1% 
year−1, evenly divided between gains in N recovery and physiological NUE.15

Reducing trade deficits and improving energy independence are also rationale for 
improving NUE in agriculture. Using the United States as an example, most (52% in 
2007) of N fertilizer used is imported,17 whereas in 1992, only 25% of N fertilizer 
was imported.4 This reflects a trend seen over the last 15 years of decreasing U.S. N 
fertilizer production, and an increased reliance on imported N fertilizer from Russia, 
Ukraine, Egypt, and Trinidad. This change is the result of higher natural gas costs 
in many developed nations.

Nitrogen best management practices include NO3
−–N soil testing, considering 

all sources that provide N to the crop, proper timing of application, sound water 
management and fertigation, proper calibration/operation of equipment, and realistic 
yield goals.3,18–20 Over the past 15 years, these practices have been tested in a large 
number of research projects.19

Precision agriculture is an area that has only recently been explored. In precision 
agriculture, site-specific inputs are based on locally derived soils, soil test results, 
yield goals, and landscape positions. The interest in SSNM is driven by decreases in 
the costs of obtaining spatial information using GIS and increasing fertilizer costs. 
Site specific of variable-rate N fertilizer management strategies include: grid soil 
sampling management zone-based soil sampling, yield map/yield goal approach, and 
canopy reflectance-based N management.21–30 Variable-rate N management can also 
reduce NO3

− runoff and leaching losses and NO3 leaching.31–33

SSNM is one approach that might improve agricultural energy efficiency. With 
respect to N fertilizer inputs, SSNM can increase the net energy output if

 1. N fertilizer use is reduced, without reducing yields
 2. N fertilizer use is maintained or increased, but that yield responses to N are 

greater
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Among most SSNM studies, only a few have demonstrated improved NUE by 
both processes. Inman et al.34 classified irrigated cornfields in Colorado into low-, 
medium-, and high-productivity management zones, based on bare soil imagery and 
farmers’ input. Nitrogen uptake and N fertilizer response varied by zone, suggest-
ing that SSNM can be implemented based on management zones. Historically, yield 
goals have been part of U.S. corn N recommendation algorithms. However, Scharf 
et al.25 reported that in humid environments, corn yield spatial variation is a weak 
predictor of economically optimum N rates (EONR). Spatial variation in the soil N 
supply is often more important. Plant spectral reflectance may provide the informa-
tion needed to assess N supply.

Scharf and Lory28 and Kitchen et al.30 in Missouri, and Schmidt et al.29 in 
Pennsylvania, estimated EONR in corn using spectral reflectance. They achieved the 
best predictions by using reflectance ratios of the area of interest relative to a well-
fertilized area. Yabaji et al.20 reported that basing in-season SSNM of drip- irrigated 
cotton on canopy reflectance resulted in 17–28 kg N ha−1 savings in N fertilizer 
compared to regional N recommendations, without reducing lint and seed yields. 
Bronson et al.24 compared variable-rate N applications based on grid soil sampling to 
blanket regional N management in a 3-year study of center-pivot irrigated cotton. In 
just 1 year out of 3 years, variable-rate N resulted in a greater lint yield response than 
blanket N. The average variable-rate N fertilizer application rate was nearly identical 
with the blanket N fertilizer rate all 3 years.

Life-cycle analysis and greenhouse gas budgets are increasingly being used to 
determine agricultural energy and system efficiency.35–38 Tilman et al.37 reported that 
the energy output to input ratios were marginally positive for corn ethanol, and that 
perennial grasses for cellulosic conversion of biomass to ethanol have a relatively 
high energy ratio. This ratio is very sensitive to energy inputs and generally decreases 
with increasing N. For example, soybean, which does not require N fertilizer, has a 
relatively high-energy output to input ratio. However, different recommendations can 
result if energy yields are the selection criteria. Kuesters and Lammel7 reported that 
N fertilization resulted in a fivefold gain in energy in wheat and sugar beets grown in 
Germany. This was despite the fact that the optimal N fertilizer rates (160 kg N ha−1 in 
wheat and 120 kg N ha−1 in sugar beet) were 40% of the total energy input. Hülsbergen 
et al.39 had similar results and reported that N fertilizer rates required to optimize 
energy yields were higher than the N needed to maximize the ratio for wheat, sugar 
beets, potatoes, and barley.

Many studies have assessed the net energy return to ethanol production from 
corn production, considering the energy from N fertilizer production. Shapouri 
et  al.40 reported positive energy values for just 6 of 10 studies that assessed the 
energy  efficiency of producing ethanol from corn grain. However, in several studies, 
 positive energy yield was only possible by considering co-products such as gluten 
meal,  gluten feed, and corn oil.37,41,42 These studies did not address the impact of 
N fertilizer on ethanol and energy yields.7,39 The purpose of this chapter is to use 
five case studies to demonstrate how GIS-based SSNM approaches can be used to 
improve energy costs and efficiencies.
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21.3   caSE Study 1: n imPactS on EnErgy 
ProducEd in cotton

21.3.1   methods

The description and results of this 3-year study were published in Bronson et al.24. 
The study site is near Lamesa, Texas, approximately 100 km south of Lubbock, 
Texas and consists of 14 ha under a 48 ha center-pivot irrigation system. The soil at 
this site is an Amarillo fine sandy loam (fine-loamy, mixed, superactive, thermic, 
Aridic Paleustalf). The experimental design was a randomized complete block 
with three replicates.

The experiment consisted of three N treatments (zero-N, blanket-rate N, and 
variable-rate N). The N management plots were eight rows wide, and since the 
rows were planted in a circular fashion, plot lengths ranged from 500 to 1000 m 
(Figure 21.3). In March of each year, soil samples were taken at differential global 
positioning system (DGPS)-referenced points within the 14 ha experimental area on 
a 0.2 ha grid. Two subsamples were taken of the 15–30, 30–60, and 60–90 cm depths 
with a Giddings soil sampling machine (Giddings Machine Co., Windsor, Colorado), 
within 3 m of the DGPS point.

Soils from all depths were analyzed for KCl-extractable NO3–N.43 The N fertil-
izer rate for both the blanket-rate N and variable-rate N treatments was calculated 
using an N supply requirement of 134 kg N ha−1 for a constant yield goal of 1100 kg 
lint ha−1,44 minus extractable soil NO3–N in 0–60 cm soil. Nitrogen was applied as 
urea ammonium nitrate (UAN) (320 g N kg−1) with a liquid fertilizer system fitted 
with spoke applicators. Half of the N fertilizer was applied at 3 weeks after plant-
ing and half was applied at 5–6 weeks after planting (early fruit set or squaring). 
The blanket rate of N fertilizer was based on the average 0–60 cm soil NO3–N 
content of the nine blanket-N plots. Inverse distance interpolation of 0–60 cm 

FigurE 21.3  Blanket-rate, variable-rate, and zero-N fertilizer strip plots in center-pivot 
cotton of case study 1, Lamesa, Texas, 2002.
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NO3–N values from all DGPS points was used to create variable-rate application 
maps in 2002.

In May of each year, Roundup Ready® cotton was planted into glyphosate-
(isoprophylamine salt of N-phosphomonomethyl glycine) terminated rye in 1 m rows 
at a seeding rate of 18 kg ha−1. Hand harvesting of lint and seed were done on 8 m of 
row at each DGPS-referenced point in October of each year. The hand samples were 
ginned on a one-saw plot gin equipped with a one-stage lint cleaner to give a unique 
percentage turnout of lint for each DGPS point.

Energy from N fertilizer was calculated by multiplying the N rate by 65 MJ kg−1 
(Table 21.1). Gross beef cattle maintenance (GBCM) energy was calculated by first 
calculating total digestible nutrients (TDN) and then metabolizable energy with the 
following equations:

 

TDN 4 26 1969 CP 422 NFE

1 19 Fat 1379 CF 4

= + +
+ −
0 0 0

0

. ( . * ) ( . * )

( . * ) ( . * ). 55

 ME (MJ kg )  1516  TDN1 45– . *= 0

 

GBCM 5 8 1 37 ME 3 42 ME ME

51 ME ME ME 45

= − + −
+

0 0 0 0

0 0

. ( . * ) . * * )

( . * * * ).

 Net energy gross energy N fertilizer energy Tabfertilizer = − ( lle . ).21 2

where
CP is crude protein (%)
NFE is nitrogen-free extract (%)
Fat is in %
CF is crude fiber (%)
ME is metabolized energy
TDN is total digestible nutrients
Net energyfertilizer is the net return of cottonseed energy to N fertilizer application

21.3.2   resuLts

Cotton lint and seed yields responded to N fertilizer in all 3 years of the study.24 
The delta yields of the SSNM treatment improved each year, such that by the third 
season, yields with variable-rate N were significantly greater than the blanket-N 
treatment. Averaged across the 3 years, N fertilizer responses in cottonseed yield 
and protein above the zero-N treatment were observed (Table 21.2). There was no 
difference between blanket-rate and variable-rate N in seed yield, protein, or fat. 
Nitrogen fertilizer rates were similar between the two N-fertilized treatments in 
all 3 years of the study. Fat yield averaged 383 kg ha−1 and was not affected by N. 
Multiplying fat yields by 45.2 MJ kg−1 (higher heating value of cottonseed methyl 
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taBlE 21.2
cottonSeed, Protein, Fat, and Energy yields as affected by variable-rate n Fertilizer management with center-Pivot 
irrigation, lamesa, texas, 2002–2004

nitrogen 
treatment

nitrogen 
applied (kg ha−1)

Fat 
(kg ha−1)

Protein 
(kg ha−1)

crude Fiber 
(kg ha−1)

nFE 
(kg ha−1)

Seed yield 
(kg ha−1)

Energy from n Fertilizer 
Production (mJ ha−1)

gross Energy 
(mJ ha−1)

net Energy 
(mJ ha−1)

Blanket 89a 386a 386a 395a 523a 1,757a 6,118a 23,380a 17,263b

Variable 85a 383a 389a 387ab 516ab 1,744a 5,838a 23,210ab 17,371b

Zero 0b 380a 307b 361b 487b 1,599b 0b 21,921b 21,921a

LSD 34 42 51 32 36 108 2,060 1,399 1,341

Numbers in a column followed with the same letter are not significantly different from each other (p = 0.05).
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esters produced with 97% yield,46) gives energy from cottonseed oil of 17,311 MJ ha−1, 
averaged across N rates. This value reflects energy from potential biodiesel yields 
and is 75% of the total energy value, which includes fat energy and feed value of the 
meal. Gross energy from cottonseed was significantly greater with blanket-rate N 
than the zero-N. However, when the energy from N fertilizer production was sub-
tracted to give net energy yields, the two N-fertilized treatments resulted in 21% 
less energy than the nonfertilized plots (Table 21.2). This result is very different 
from the large net energy returns to N fertilizer in the Missouri corn case stud-
ies. The main reason for this negative return to N fertilizer in Texas cotton is that 
the “delta yield” or cottonseed response to N was only 10% or about 151 kg ha−1. 
However, profitable lint returns to N fertilizer of $15–25 ha−1 were observed in 2003 
and in 2004.24

21.4   caSE Study 2: SSnm BaSEd on no3–n 
or croP rEFlEctancE

21.4.1   methods

This study was conducted near Lubbock, Texas, on an Acuff sandy clay loam (fine-
loamy, mixed, superactive, thermic, Aridic Paleustoll) from 2007 to 2009 and was 
reported in Nusz.47 Drip tape was placed in the center of every other furrow at a 
depth of 12 and water flowed at a rate of 1 L min−1 at 0.08 MPa. AFD 5065 B2F 
cotton was planted in mid-May and harvested in late October. The experimental 
design was a randomized complete block design, one-way factorial with three rep-
lications or blocks. Blocks consisted of 40, 1 m rows that were 180 m long. Each 
block was divided into five, eight-row plots that were randomly assigned to the 
five N-fertilized treatments. However, for the purposes of this chapter’s empha-
sis on energy, we only address the zero-N, soil test-based N management, and 
reflectance-based N management treatments. Each eight-row plot has its own irri-
gation and fertilizer injection station. The N fertilizer requirement of 134 kg N ha−1 
was based on a 1400 kg lint ha−1 yield. The requirement was modified based on 
the amount of nitrate-N contained in the spring soil samples (0–60 cm) and esti-
mated amount of N in the irrigation water (22 kg N ha−1). After the credits were 
subtracted from the requirement, the predicted N rate (71 kg N ha−1) was deter-
mined (Table 21.3). Nitrogen (UAN) fertilizer was injected into the drip system 
5 days a week, between late June (early square) and early August (mid-bloom). In 
the reflectance-based strategy treatment, the N injection rate was initially set to 
the 50% of the soil test treatment. Every week, canopy reflectance measurements 
were made with Crop Circle ACS-210 (Holland Scientific Inc., Lincoln, NE) and 
GreenSeeker (NTech Industries, Ukiah, CA) spectroradiometers at 1 m above the 
canopy on one row per plot.

Normalized difference vegetative index (NDVI) was calculated by the equation:

 
NDVI

reflectance reflectance
reflectance re

NIR visible

NIR

= −
+

( )
( fflectancevisible )
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The remote-sensing-based N rate was calculated by20

 1. Starting with an N fertilizer injection rate at first square of 50% of soil test-
based rate.

 2. If NDVIreflectance-based was statistically <NDVIsoil test-based, then the N fertilizer 
injection rate was increased to match the soil test-based N injection rate.

Hand harvesting of lint and seed were harvested from 8 m of row at three DGPS-
referenced points in each 180 m long plot in October of each year. The hand samples 
were ginned and the unique percentage turnout of lint and seed for each DGPS point 
was calculated. In the absence of fat and digestible nutrient data, gross energy value 
of cottonseed was calculated from relationships between seed yield and gross energy 
in the center-pivot case study for N-fertilized and zero-N plots.

21.4.2   resuLts

Cottonseed yields were much greater in the drip irrigation study (case study 2) than 
those observed in case study 1 (Table 21.3). Zero-N plot yields were very high with an 
average total N uptake of 87 kg N ha−1 (data not shown).48 Averaged across the 3 years 
of the study, N fertilizer application resulted in increased seed yields (Table 21.3). 
Reflectance-based N management and soil test-based management resulted in a 39% 
and 33% “delta yields,” respectively, above the zero-N seed yield of 2003 kg ha−1. When 
compared with the soil test strategy, the reflectance-based approach recommended 
31% less N. This is in contrast to the first case study and suggests greater potential for 
saving N fertilizer with SSNM of cotton based on canopy reflectance compared to grid 
soil sampling and variable-rate N maps. The lower N usage and greater seed yields and 
delta seed yields resulted in a positive energy return to N fertilizer compared to the 
zero-N treatment. Notably, the site-specific, reflectance-based approach had signifi-
cantly greater net energy return than the soil test-based N management (Table 21.3).

taBlE 21.3
cottonSeed and Energy yields as affected by reflectance-Based 
n Fertilizer management with Subsurface drip irrigation, lubbock, 
texas, 2007–2009

nitrogen 
treatment

nitrogen 
applied 
(kg ha−1)

Seed 
yield 

(kg ha−1)

Energy from n 
Fertilizer Production 

(mJ ha−1)

gross 
Energy 

(mJ ha−1)

net 
Energy 

(mJ ha−1)

Soil test based 71 2,676a 4,903 35,603a 30,700b

Reflectance based 49 2,790a 3,388 37,130a 33,742a

Zero 0 2,003b 0 27,452b 27,452c

LSD 158 2,149 2,135

Numbers in a column followed with the same letter are not significantly different from each other 
(p = 0.05).
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21.5   caSE Study 3: variaBlE-ratE n BaSEd 
on croP rEFlEctancE

21.5.1   methods

Reflectance sensors like those described in case study 2 were used to control vari-
able-rate N applications to over 100 corn fields in Missouri. These fields are part of 
a demonstration program conducted by the University of Missouri. When possible, 
these demonstrations included multiple (3–15) replicates of two N rate strategies: 
a constant N rate chosen by the producer and a variable-rate N application con-
trolled in real time by crop reflectance sensors. Both Crop Circle (ACS-210) and 
GreenSeeker (red light model) sensors were used in these demonstrations. From 
2004 to 2008, there were 55 fields with side-by-side comparisons between constant- 
and variable-rate N management. We will present the story of one of those fields in 
this case study.

The study field was located in Audrain County, Missouri, in 2007. All practices 
were carried out by the cooperating producer. Corn was planted on 24 April at a rate 
of 75,000 seeds ha−1. A high-N reference area measuring 10 m × 18 m was installed 
on 10 May by hand-spreading ammonium nitrate at a rate of 240 kg N ha−1. No pre-
plant or early-season N fertilizer was applied to the rest of the field. Irrigation was 
applied through a center-pivot system as needed.

Constant and variable-rate treatments were applied on 13 June, when corn was 
at the V8 growth stage (about thigh high). A Rogator sprayer equipped with drop 
nozzles and a 25 m boom was used to apply UAN solution between corn rows. Two 
GreenSeeker sensors were mounted on a custom-made boom on the front of the 
Rogator. Custom software averaged the values from the two sensors each second 
(about 10 values per sensor per second) and converted this average to an N rate using 
an equation similar to those published by Scharf and Lory28 and Schmidt et al.29 
This equation requires a value measured from the high-N reference area; therefore, 
we measured the red/near-infrared ratio of the high-N reference area first, and then 
used this value in calculating N rates in the variable-rate demonstration areas using 
the equation:

 
N rate (kg N ha ) 280

red NIR

red NIR
sample sample

reference refere

−1 = ×
nnce

224−

where
the redsample and NIRsample were the reflectance values at the demonstration site
redreference and NIRreference were the reflectance values in the well-fertilized controls

The actual rates of N fertilizer applied to the fields were developed after discussions 
with the collaborating producer. After this discussion, the minimum and maximum 
rates of 60 and 180 kg N ha−1 for the sensor-based N treatment were selected. In the 
constant N rate strip, 112 kg N ha−1 was applied. Nitrogen rates applied to this field 
are shown in Figure 21.4. The average N rate based on sensor measurements was 
30 kg N ha−1 lower than the rate chosen by the producer.
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21.5.2   resuLts

The lower N rates applied with sensor-based SSNM did not result in any apparent 
deficiency in an aerial photograph acquired 7 weeks after N application (Figure 21.5), 
nor was yield negatively affected (Figure 21.6).

Notably, the energy balance of this field was improved by using crop sensors 
to guide N rates (Table 21.4). This field was chosen because it best represents the 

As applied
60–81
82–111

112–137
138–164
165–180

Constant N rate
111 kg N ha–1

(chosen by producer)

Variable vs. constant N rate

Variable N rate
controlled by

sensor, average
81 kg N ha–1

N

E

S

W

FigurE 21.4  Nitrogen fertilizer rates applied at corn growth stage V8 in case study 3. 
Light grey strips are the constant N rate chosen by the producer. Strips with various shades 
are based on crop reflectance measured by sensors mounted on the front of the N applicator. 
Use of sensors in this field reduced N use by 30 kg N ha−1. The photo on which the applica-
tion data are overlaid is a stock USDA photo (NAIP) and not from the year of the case study.

August 1 aerial photo:
7 weeks after the 13 June N application

FigurE 21.5  No evidence of N stress is seen in this August 1, 2007 aerial photo of the 
case study area, providing evidence that the lower N rates recommended by the sensors were 
adequate to fully supply crop needs for N.
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average energy outcome of the 55 fields for which we have replicated comparisons 
of a constant N rate (chosen by the producer) with variable N rates (guided by sen-
sor measurements in real time) (Table 21.5). Thus, in our experience, an outcome 
of using sensor technology to guide N rates is to improve the energy balance of the 
system. It is apparent in Tables 21.4 and 21.5 that feed energy values used for corn 
grain result in system energy outputs that far outweigh energy inputs as N fertil-
izer. However, this energy output is in a very different form than the hydrocarbon 
energy input (as methane) used in N fertilizer production. Comparing hydrocarbon 
energy inputs to hydrocarbon energy outputs (as ethanol fuel) is in many ways a 

80° Rogator swaths

13.4
13.5

Constant

Yield (Mg ha–1) from three combine passes (yield monitor)
in each 25 m pass of the nitrogen applicator

Variable 13.3 12.8 13.3 13.5 12.9 13.0 13.2
13.1

Average

13.1 13.1 13.0 13.0 13.3 12.

FigurE 21.6  Yields were high in both treatments. Nitrogen rates supplied by the sensor-
based variable-rate N treatment were sufficient to produce yields as high as, or higher than, 
the N rate chosen by the producer while reducing total N use by 30 kg N ha−1.

taBlE 21.4
Energy outcome for Spatially variable n application 
Based on reflectance Sensors in case Study 3

nitrogen 
Strategy

value for Parameter

grain yield 
(mg ha−1)

Feed Energy 
(gJ ha−1)

n rate 
(kg ha−1)

n Production 
Energy (gJ ha−1)

Constant 13.1 214 111 −7.3

Sensor (variable) 13.2 215 81 −5.3

Difference 0.1 1 −30 2

Energy for the production of N is shown as negative to indicate consumption of 
energy. Sensor-based variable-rate N saved 2 GJ ha−1 of energy that would have been 
used to produce the additional N used in the producer’s normal N rate while maintain-
ing or increasing the feed energy output in the corn grain produced.
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more appropriate analysis. Using average values cited by references from Shapouri 
et al.,40 for energy inputs and outputs in ethanol production from corn grain, we cal-
culated that in-season application of a constant N rate in our 55 demonstration fields 
increased net energy output by 13% (relative to state-average values representing 
mainly preplant N application) (Figure 21.7).

Variable-rate N fertilization based on crop sensors increased net energy output by 
29%, again relative to state average values for yield and N rate. This shows the impor-
tance of efficient N management to the energy balance of ethanol, and the potential 
for spatially variable N management to increase N efficiency and energy output.

21.5.3   use oF gis

Although GIS is not, strictly speaking, required to implement this SSNM approach, 
it was needed to help communicate the results with the producers and provide an 
opportunity for the producers to override treatments (Figure 21.4). A secondary ben-
efit of the technology was that it could be used as a training tool where the producers 
could compare their knowledge with the predications (Figure 21.6).

21.6   caSE Study 4: corn rEFlEctancE 
and managEmEnt ZonES

21.6.1   Background

The amount of N needed by crops varies within fields11,12 and is most often attributed 
to soil and landscape properties that affect soil N supply (i.e., mineralization) and 

taBlE 21.5
average Energy outcome for 55 Fields with demonstrations 
of Spatially variable n application Based on reflectance Sensors 
(Similar to case Study 3)

nitrogen Strategy

value for Parameter

yield 
(mg ha−1)

Feed Energy 
(gJ ha−1)

n rate 
(kg ha−1)

n Production Energy 
(gJ ha−1)

Constant 9.8 160 130 −9

Sensor (variable) 9.9 162 116 −8

Difference 0.1 2 −14 1

Energy for the production of N is shown as negative to indicate consumption of energy. 
Sensor-based variable-rate N saved 1 GJ ha−1 of energy that would have been used to pro-
duce the additional N used in the producer’s normal N rate while increasing the feed energy 
output in the corn grain produced by 2 GJ ha−1. Net energy gain to sensor-based N manage-
ment is 3 GJ ha−1; this value is the same as for the field in case study 3, which was chosen 
because it best represented the energy outcome from the entire group of demonstration 
fields.
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soil water supply.19,48 However, the variability in nutrients need can be further exac-
erbated by historic and current management practices.49 The following swine (Sus 
scrofa L.) manure management case study demonstrates how management zones 
and in-season crop reflectance can be integrated. In this case study, management 
zone maps were created to represent three unique levels of slurry manure applica-
tion. These maps were then used in concert with in-season corn canopy reflectance 
sensing to target SSNM. The goal of this field-scale project was to determine if 
N fertilizer inputs could be reduced and optimal yields maintained when using this 
variable-rate strategy as compared to a uniform N application.

21.6.2   methods

A 49 ha Missouri field located near a large swine production facility is uniquely man-
aged during the growing season with lagoon effluent applications through center-
pivot irrigation systems. Figure 21.8A provides an aerial view of the operation with 
two overlapping center-pivot systems.

The boundary of the case study field is shown in white on this same figure. Soil 
mapping indicates five unique soils (primarily Vertic Epiaqulfs and Vertic Albaqualfs), 
with topography varying from 0% to 9% slope. The field sits in the landscape adjacent 
to continuous deciduous forest, which blocks the center-pivots from completing a full 
360° circle (Figure 21.8A).

Corn ethanol: energy net vs. nitrogen fertilizer management
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FigurE 21.7  Net energy gain to corn ethanol production as a function of N fertilizer 
management strategy. Net energy gain for standard N management is taken as the average 
of 10 (widely varying) estimates presented in Table 1 of Shapouri et al.40. Nitrogen use per 
unit of corn grain for standard N management was taken from Table 3 of Shapouri et al.,40 
then converted to energy required to produce the N to grow the corn to produce a liter of 
ethanol. Average nitrogen use and corn grain yield for 55 demonstration fields in Missouri 
were used to calculate N energy savings per liter ethanol for in-season and sensor-based 
N management. These calculated savings were added to the net energy estimate for stan-
dard N management. “In-season N” is the constant N rate chosen by the producer in our 
sensor N demonstration fields. Improved N management, and specifically N management 
that accounts for spatially variable N needs, can substantially improve net energy gains in 
corn ethanol production.
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Swine lagoon effluent is applied through the center-pivots twice during the grow-
ing season. The primary purpose of the center-pivots is not for water irrigation, but to 
apply the effluent to cropland. The first manure application occurs during early corn 
vegetative growth stages (V3–V5). The second typically is planned during the mid- 
to late-season vegetative growth stages (V12–V16). Historic nutrient content testing 
and monitored slurry rates have shown that an average of 45 kg of inorganic N ha−1 

1X

1X

2X

0X

(B)

(C)

(A)

67–69
69–72
72–77
77–83
83–94
94–110
110–135
135–151
151–161
161–168

Fertilizer application rate
(kg N ha–1)

FigurE 21.8  A case study is provided showing how GIS tools were used on a Missouri corn 
field to integrate manure management zones with reflectance sensing to do variable-rate N 
applications. Panel A shows the case study field boundary (white line) along with coverage of 
two partial center-pivot systems. Panel B shows the slurry management zones of the case study 
field, with some field area receiving no-slurry (0X, dark grey), some areas receiving slurry 
from one center-pivot (1X, white), and some receiving slurry from both center-pivots (2X, 
medium grey). Panel C provides the 2006 variable-rate N map that was obtained on a portion 
of the case study field using the management zones (panel B) and canopy reflectance sensors.
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was applied with each center-pivot application. Thus as shown in Figure 21.8B, some 
areas of the field receive no manure (in dark grey as 0X), some receive slurry from 
either one of the two center-pivots (in white as 1X), and a small portion of the field 
receives slurry from both center-pivots (in medium grey as 2X). Respectively, these 
three areas receive through manure applications approximately 0, 90, and 180 kg N ha−1 
during the growing season.

Additional N fertilization as fluid UAN was sidedressed between V8 and V10. 
The applicator was equipped with crop-canopy reflectance sensing and a variable-
rate controller that with each pass traversed thirty-two 0.76 m spaced corn rows. 
Details for sensor mounting and operating procedures are similar to that described 
previously.30 The timing of this in-season N fertilization was between the two center-
pivot lagoon effluent applications. It was presumed the crop had taken up N from 
the first slurry application, and that crop canopy sensing would detect differences 
as the boundary between no-slurry and slurry was crossed. Since the second slurry 
application was planned after the canopy-sensed N fertilization, a credit of up to 
45 kg N ha−1 (1X areas) or up to 90 kg N ha−1 (2X areas) was built into the application 
algorithm, but only for rates called for greater than 67 kg N ha−1. This minimum rate 
of 67 kg N ha−1 was built into the algorithm to ensure that an adequate amount of N 
would be available to corn late in the growing season.

A study was conducted on a portion of this case study field in 2006 and 2007. The 
study area is represented by the rectangle shown in Figure 21.8C. Within this area, 
uniform (151 kg N ha−1) and canopy-based variable-rate N applications were com-
pared. Treatments were applied in randomized paired strips, oriented north to south, 
within this area. Within the paired N strips, N rates (recorded from as-applied maps) 
and grain yield (obtained from combine yield-monitoring maps) were extracted using 
GIS tools. Based on this information, N response relationships were determined. 
Nitrogen applications and yield response determined from this study area were pre-
sumed representative for the whole field and were used to calculate field-level mass 
and energy differences between uniform and variable-rate N management systems.

Generalized GIS steps for this analysis using ArcGIS software included (1) the 
addition of field boundaries, N treatment strips, yield strips, and slurry zones as 
shape files over the raster aerial image of the case study field; (2) the use of GIS-
based tools to calculate the size of the treatment areas; (3) the extraction of yields for 
the different N treatment strips using the tool “Spatial Analyst/Extraction/Extract by 
Mask”; and (4) the use of an Excel spreadsheet to calculate N responses and energy 
efficiency (Table 21.6).

21.6.3   resuLts

Using the strips of senor-based variable-rate N from 2006, a variable-rate map was 
generated using ordinary kriging interpolation methods, and this is shown overlaid 
on the field aerial photo in Figure 21.8C. The most notable feature is the relative 
increase in N fertilizer rate in the northwest corner, where slurry was not applied. 
Much of the test area under center-pivot only received 67–83 kg N ha−1, regardless of 
whether it was in the 1X or 2X slurry zones. Based on the experimental protocol, a 
minimum of 67 kg N ha−1 was applied to all areas.
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taBlE 21.6 
nitrogen application rates and corn yield response are Shown in Energy metrics for Both uniform 
and variable-rate n management Systems on a 49 ha missouri corn Field over 2 years

no-Slurry Zone 1× Slurry Zone 2× Slurry Zone
area-weighted 
average or total

Field-level 
difference

uniform variable uniform variable uniform variable uniform variable
(uniform—

variable)

Fraction of field 0.46 0.46 0.51 0.51 0.03 0.03

Area of field (ha) 22.36 22.36 24.77 24.77 1.49 1.49

2006

nitrogen fertilizer
Average rate

Mass (kg N ha−1) 151 136 151 72 151 68 151 101   50

Energy (GJ ha−1) 9.8 8.8 9.8 4.7 9.8 4.4 9.8 6.6   3.2

Field N usage

Mass (kg) 3376 3041 3740 1783 225 101 7342 4926   2416

Energy (GJ) 219 198 243 116 15 7 477 320   157

crop
Average yield

Mass (Mg ha−1) 9.07 8.89 9.13 9.43 9.46 9.67 9 9   0

Energy (GJ ha−1) 148 145 149 154 154 158 149 150 −1.2
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Field yield

Mass (Mg) 203 199 226 234 14 14 443 447 −4

Energy (GJ) 3306 3240 3686 3807 230 235 7222 7282 −61

Net energy (GJ) 3086 3042 3443 3691 215 228 6745 6962 −218

2007

nitrogen fertilizer
Average rate

Mass (kg N ha−1) 151 140 151 71 151 78 151 103   48

Energy (GJ ha−1) 9.8 9.1 9.8 4.6 9.8 5.1 9.8 6.7   3.1

Field N usage

Mass (kg) 3376 3130 3740 1759 225 116 7342 5005   2336

Energy (GJ) 219 203 243 114 15 8 477 325   152

crop
Average yield

Mass (Mg ha−1) 5.75 6.36 7.36 7.60 7.68 8.08 7 7   0

Energy (GJ ha−1) 94 104 120 124 125 132 109 116 −6.6

Field yield

Mass (Mg) 129 142 182 188 11 12 322 343 −20

Energy (GJ) 2096 2318 2972 3069 187 196 5254 5583 −329

Net energy (GJ) 1876 2115 2728 2954 172 189 4777 5257 −481

Portions of the field received different amounts of swine slurry through a center-pivot irrigation system (see Figure 21.8) and are the basis of the 
slurry zones shown here. Conversion values used: 65 MJ kg−1 N; 16.3 GJ Mg−1 grain.
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The N fertilizer applied and grain harvested of the two N management systems were 
compared on both a mass and energy basis for the whole field (Table 21.6). The N 
amounts shown do not account for N in the slurry, but only account for differences 
in N fertilizer. While there was a slight reduction in N fertilizer used in the no-slurry 
zone using the variable system, the greatest reduction in N fertilizer came in the zones 
receiving slurry. For these zones, an average of 79 kg ha−1 less N was used with the 
SSNM system. Significantly, yield was equal or slightly higher with the variable-rate 
system. While these differences were not statistically tested, the trend observed in both 
the years was real for this field. When the estimated amount of N that was applied with 
slurry is combined with the fertilizer N, the total N input for the uniform N system was 
241 and 331 kg N ha−1 for the 1X and 2X zones, respectively. Typical corn N rates in this 
region would not exceed 200 kg N ha−1. We suspect the slightly lower yields with the 
uniform system may have been the result of enhanced early-season vegetative growth 
from excess N, resulting in accelerated soil–water use early in the growing season, and 
subsequent greater water stress during grain set and grain fill late in the season.

The combination of less N fertilizer used and greater harvested yield with the 
variable-rate N system produced an average energy benefit over the uniform system 
of 7.1 GJ ha−1 year−1. For this 49 ha field, that translated into an average of 350 GJ 
year−1 energy savings using the variable-rate system. In hindsight, the variable-rate 
algorithm probably should have been adjusted so that N credit from the second slurry 
would have been increased. Had this adjustment been made, without a loss in yield 
potential, an additional benefit of 1.8 GJ ha−1 or 79 GJ year−1 for the field would have 
been realized.

In this case study targeting N fertilization to account for both known manage-
ment differences (by slurry manure zones), as well as less-quantified soil/landscape 
differences (by canopy sensing), proved to be an effective strategy for decreasing 
energy inputs and increasing crop energy produced. Such site-specific management 
and assessment would be impossible without GIS mapping and tools.

21.7   caSE Study 5: corn n ratES BaSEd on aErial PHoto

21.7.1   Background

Case studies 2–4 utilize crop reflectance sensors to diagnose N status of corn or 
cotton, based on the principle that as N need increases, reflectance of visible light 
increases (and reflectance of near-infrared light often decreases). The same principle 
can be used to translate information from aerial photographs into N rate decisions.50,51 
The limitation with aerial photographs is that they need to be either acquired after 
full-canopy development,51 or acquired at ultra-high resolution so that soil back-
ground can be filtered out.50 Both of these options present substantial logistical dif-
ficulties in corn, especially with N application after full canopy, when the corn is tall.

However, in fields with center-pivot irrigation and fertilizer injection pumps, 
applying N fertilizer after full-canopy development is not a limitation. This situation 
presents an ideal opportunity to use aerial photographs to guide N rate decisions. We 
have worked with a small number of producers to try this approach. Our first trial 
field is presented here.
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21.7.2   methods

Using an approach for photograph interpretation similar to Scharf and Lory,50 but 
based on unpublished full-canopy (growth stages V10–V16) aerial photographs, 
green values were translated into N rate recommendations. Details for this calcula-
tion are provided below.

This approach relies on having a high-N reference area to compensate for the 
effects of growth stage, hybrid, and photographic procedures on the measured green-
ness of the corn. The producer created a field map with the area under the center-
pivot defined as a separate zone in the field. He then applied anhydrous ammonia at 
his normal rate (220 kg N ha−1) outside of the center-pivot zone, but at half that rate 
under the center-pivot (shown as dark grey in Figure 21.9), knowing that he could 
easily supplement N by injecting UAN solution into the center-pivot water.

The area outside of the center-pivot thus acted as the high-N reference area. The 
areas north and south of the center-pivot point were managed as two separate fields 
and were planted to different hybrids, so they were analyzed separately, each with its 
own high-N reference area.

A digital aerial photograph of the study field was acquired on 13 June when the 
corn was approximately waist high (growth stage V11) (Figure 21.10).

Grower : 4B farms Rate applied (mass)
(lb ac–1)

Rate applied (mass)
(lb ac–1)

4 Acre test plot ---- Corn after corn----->
<---------------------

Aerial photos to guide fertigation:
2006 example

Pivot point

Pioneer 33Y45

Pioneer 33K40

No till

Conventional till

Grower : 4B Farms
Farm : Banks
Field : Banks34
Year : 2006
Previous Years crop(s) : soybeans
Area : 161.61 ac

N

100–220 (84.89 ac)
0–100 (54.56 ac)

100–220 (57.98 ac)
0–100 (102.08 ac)

Farm : Banks
Field : Banks32
Year : 2006

FigurE 21.9  Preplant N applications to the case study field. Areas outside of the irrigation 
center-pivot’s reach (light grey) received the producer’s normal N rate of 220 kg N ha−1. Areas 
under the center-pivot received half that rate (dark grey), with the plan to supply additional 
N in the irrigation water at rates suggested by analysis of an aerial photograph. This analysis 
requires comparing the area to be fertilized with a high-N reference area of the same hybrid. 
The areas north and south of the center-pivot point were planted to different hybrids, so 
they were analyzed independently, with the light grey area outside of the center-pivot’s reach 
serving as the high-N reference area for each half of the field.
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No irrigation water had been applied. The photograph was georeferenced, field 
zone boundaries overlaid (under the center-pivot vs. outside the center-pivot), and 
average green value was measured for seven areas: north high-N zone, two north 
low-N zones (dark grey in Figure 21.9, divided radially), south high-N zone, and 
three south low-N zones (again divided radially). Relative green value was calculated 
for each of the five low-N zones by dividing their average green value by the average 
green value of the corresponding high-N zone.

21.7.3   resuLts

Average green value was nearly identical for all four south zones, giving relative 
green values of 1.0 for all of the south low-N zones. Our calibration data sug-
gested that even when the low- and high-N zones have similar colors, an addi-
tional 35 kg N ha−1 is needed to optimum profits in the low-N areas. In the north 
half of the field, N stress was also not immediately apparent in the area receiving 
the low-N rate (Figure 21.10). However, image analysis revealed that the high-N 

55 kg N ha–1

55 kg N ha–1

Actual N applied
through pivot:

North 	eld: slightly darker
outside of pivot

N recommendation = 50 kg N ha–1

Aerial photo June 13, 2006
Waist high corn

South 	eld: same color under
pivot and outside of it

N recommendation = 35 kg N ha–1

0 kg N ha–1

FigurE  21.10  An aerial photo acquired on June 13, 2006 showed little evidence of N 
stress in the areas of the field that had received half of the producer’s normal N rate. Image 
analysis gave relative green values of 1.0 in the south field and 1.05 in the north field, trans-
lating into N rate recommendations of 35 and 50 kg N ha−1, respectively. A relative green 
value of 1.0 means that average green value is the same for the high-N and low-N areas, and 
they are indistinguishable from each other. Our calibration data suggested that even when a 
low-N area shows no visible N stress at this stage, it may sometimes need N. For simplicity’s 
sake, the producer applied 55 kg N ha−1 over the entire field with his first irrigation, except in 
a small wedge of the south field where he applied no N in the irrigation water to allow us to 
estimate yield response.
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area outside the center-pivot was slightly darker green than the two areas under 
the center-pivot (relative green ≈ 1.05), resulting in a suggested N rate of 50 kg 
N ha−1. Because the variable N rates were similar for the different zones, the 
producer opted to apply a constant rate of 55 kg N ha−1 to the entire field except 
the zero-N control area. The purpose of the no-N control area was to assess the 
N responsiveness of the site.

GIS analysis of the south field showed a slightly lower yield in the unfertilized 
control area than area where 55 kg N ha−1 was applied (Figure 21.11). However, this 
yield enhancement was not sufficient to pay for the additional N. This confirms that 
the optimal N rate for the south field was at or below the rate that it received. By 
analogy, the same is likely true for the north field. Thus, a substantial amount of N, 
energy, and money was saved in this field with minimal or no cost in terms of lost 
yield. For the 64 ha area under the center-pivot irrigation system, calculations sug-
gest that relative to the producer’s normal practice of applying 220 kg N ha−1 to the 
whole field before planting, SSNM reduced the total N applied by 9910 kg N. This 
reduced the amount of energy invested in the field by 640 GJ, reduced the produc-
tion costs by $3310, and reduced the amount of CO2 released into the atmosphere by 
39.2 Mg CO2.

21.8   concluSionS

Net energy return to N fertilizer with SSNM can be greater than with conventional, 
soil-test-based regional, blanket-N applications in cotton and corn. The SSNM 
approaches tested included grid soil sampling, management zone strategies, aerial 
photography, and canopy reflectance. Improved energy return to N fertilizer with 
SSNM was usually due to N savings without a reduction in yield.

Ave. yield 14.6 Mg ha–1

165 kg N ha–1

Ave. yield 14.3
110 kg N ha–1

South field: N rates and yields

220 kg N ha–1

FigurE 21.11  Yield outcome of reduced (light grey) vs. zero supplemental N in irrigation 
(medium grey) N rates for this case study. The very small difference in yield shows that the 
165 kg N ha−1 N rate was at or above the economically optimal N rate for this field, and that 
no economic penalty resulted from reducing N rates relative to the producer’s normal 220 kg 
N ha−1 N rate. This use of imagery/GIS saved 640 GJ of energy that would have been used to 
produce the N fertilizer that was saved.
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22 Geographic	Information	
and	the	Management	
of	Animal	Manure

D.A. Crouse and J.L. Havlin

22.1  ExEcutivE Summary

The production of animals for meat is a significant source of income in many 
parts of the United States. However, animal production is not uniformly distrib-
uted across the United States. In fact, production is concentrated in specific regions 
and states. Swine production is common in Illinois, Iowa, Minnesota, and North 
Carolina. Poultry production, including turkeys or broiler chickens, greatly contrib-
utes to the economies of Alabama, Arkansas, Georgia, Minnesota, Missouri, and 
North Carolina. Even within these states, production is highly concentrated in local 
areas surrounding feed mills. This intensive production in small regions leads to 
the excess accumulation of plant nutrients, resulting from repeated manure applica-
tions, which results in environmental contamination issues. This chapter discusses 
the use of geographical information system (GIS) tools to improve the distribution 
of manure nutrients at the national, local, and field scales as a means to minimize 
environmental contamination.

22.2  introduction

All animal manures contain nutrients that are essential to plant life. For centuries, 
animal wastes, such as poultry litter as well as swine and cattle manure, have been 
land applied as a fertilizer to primarily address the nitrogen (N), phosphorus (P), 
and potassium (K) needs of agronomic crops. Unfortunately, the N:P:K ratio in 
manures rarely matches the N:P:K ratio needed by the receiving plant. Traditional 
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manure application rates are based on supplying sufficient N to meet crop needs. 
This approach considers N the most limiting nutrient for application since (1) it is 
often needed by plants at the highest rates and (2) N, when transported off-site, has 
traditionally been considered the nutrient most likely to cause negative environmen-
tal impacts. These N-based application rates result in P being applied at rates greater 
than crop needs, leading to a buildup of soil P. The problems associated with exces-
sive phosphorous in the soil are well known.7 Sediment-bound P can be deposited 
in surface waters following erosion. These P-laden sediments then provide aquatic 
algae, a readily available source of nutrition. Algae population expands resulting 
in a tremendous volume of organic biomass produced and deposited in the aquatic 
ecosystem. As algae die, the aerobic decomposition of their biomass consumes oxy-
gen, leading to hypoxic conditions and die-off of fish and shellfish.7 The problem is 
not only environmental, but also economic as fisheries and tourism industries are 
negatively impacted.

Phosphorous is not the only concern. Other elements, such as Cu and Zn, are 
added to animal diets in mineral forms. These nutrients improve animal health or 
feed-to-meat conversion ratios. Unfortunately, the animals do not retain all of the 
minerals, and as a result significant quantities of both Cu and Zn exist in many ani-
mal types of manure. Since Cu and Zn nutrients are needed at very low rates, relative 
to N, they are often overapplied. Although these elements have no significant impact 
on surface or subsurface water quality, the elevated concentrations in soil can result 
in plant toxicities.

Properly managing manure is challenging due to current agricultural practices. 
Just to list a few, there are issues related to manure storage, timing of applications, 
and maintenance of sufficient cropland to receive the manure nutrients generated 
on-farm. Not only are the issues numerous, but the scale at which these challenges 
exist also varies. For example, animal production tends to be clustered in specific 
regions of the country, specific regions of an individual state, and even, specific regions 
of a single county. Much of this is driven by the economics of moving feed to the 
animals and moving the animals to market. Technological innovation and shifts to 
larger, more specialized operations have led to increases in productivity, reduced 
production costs, and lower prices.13

Traditionally, land managers, regulatory personnel, and other decision makers 
have used maps to understand how “things change in space.” Early mapping tech-
niques required extensive surveying, a highly skilled cartographer, and many hours 
of map development just to record, describe, and illustrate simple geospatial pat-
terns. Information technologies available today have greatly improved our under-
standing of spatial variability. Highly accurate location and navigation is achieved 
now with relatively inexpensive global positioning equipment. The computational 
burden of interpretation and visualization has been greatly reduced with faster 
computers and the use of geographic information databases. With regard to imple-
menting management decisions at the field scale, there are variable-rate applica-
tion technologies that can place plant nutrients where needed while avoiding areas 
where nutrients are not needed. This chapter explores the use of a variety of geo-
spatial technologies that can improve manure management decisions at the national, 
local, and field scales.
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22.3  national ScalE

Due to economics, animal production tends to be regionalized. For example, of the 
66.8 millions hogs on farms as of September 2009, nearly 62% of those animals 
were located in Iowa, North Carolina, Minnesota, and Illinois.26 Likewise, Alabama, 
Georgia, Arkansas, and North Carolina accounted for 49.8% of all broiler chickens 
produced in the United States in 2008.26 Turkey production in 2009 followed simi-
lar trends, with 52.8% of all birds being produced in Minnesota, North Carolina, 
Arkansas, and Missouri.26 Cattle production is not nearly as concentrated; however, 
33.5% of January 1, 2009, cattle inventory were located in Texas, Nebraska, Kansas, 
and Oklahoma.26

As previously mentioned, in North Carolina and other major animal-producing 
states, the amount of manure nutrients produced in manure often exceeds crop 
requirements, especially for P, Cu, and Zn.2 Using geographic information reported 
by the U.S. Department of Agriculture, Maguire et al.16 developed a nationwide P 
balance map. As discussed below, the balance considered acreages and yields for the 
crops that most commonly receive applications of animal manure. The study calcu-
lated, at the county level, the average mass of P that would be removed per hectare 
of cropped land (Figure 22.1). It calculated the mass of manure-P as a function of 
harvested crop area (Figure 22.2). The authors then determined whether there was 
regional evidence of a P surplus or deficit (Figure 22.3).

The study found that manure-P (kg ha−1) tended to be highest in the counties 
in states having significant production of animals (i.e., North Carolina, Georgia, 
Alabama, etc.). There are many reasons for this concentration of manure-P. Perhaps 
the most obvious reason is the number of animals produced per unit available crop 
land. For example, Iowa and North Carolina rank first and second in swine produc-
tion in the number of animal unit’s produced.26 However, North Carolina has many 
more counties with manure-P in excess of 15 kg ha−1. This is due to the additional 
animal species produced. North Carolina is second in the production of turkeys and 

Manure P (kg ha–1)
0–15 78%

14%
4%
2%
3%

16–30
31–45
46–60

>60

FigurE 22.1  Cumulative excreted livestock manure-P (2002). Presented as kg P per hect-
are of crop harvested area, averaged across the census years 1987, 1992, 1997, and 2002. 
(From Maguire, R.O. et al., J. Environ. Qual., 36, 1235, 2007. With permission.)
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fourth in the production of broiler chickens. Second, Maguire et al.16 reported when 
manure-P production is divided by cropped area, the large areas of crop production 
in the Midwest translate into low manure-P production per cropped hectare. For the 
most part, the southeastern region of the United States has small, highly dissected 
farms due to other predominant land usage, such as forest and urban land. This low 
crop area means even small amounts of manure-P can translate into relatively high 
manure-P per cropped hectare.

As previously mentioned, the second part of the Maguire et al.16 nutrient bal-
ance addressed what the authors termed assimilative capacity. Using crop yields and 
harvested areas from the USDA National Agricultural Statistics Service,26 and typi-
cal crop P removal rates, the authors calculated a crop P removal rate per hectare. 
According to the study, 28% of all U.S. counties had <15 kg P ha−1crop P removal in 

Crop P removal (kg ha–1)
0–15 28%

28%
24%
17%

3%

16–20
21–25
26–30

>30

FigurE  22.2  Phosphorus, in units of kg ha−1, removed in harvested portion of crop, 
averaged across the census years 1987, 1992, 1997, and 2002. (From Maguire, R.O. et al., 
J. Environ. Qual., 36, 1235, 2007. With permission.)

Surplus P (kg ha–1)
< –15

–15–0
1–15

16–30
>30

FigurE 22.3  Manure-P surplus or deficit relative to crop P removal. (From Maguire, R.O. 
et al., J. Environ. Qual., 36, 1235, 2007. With permission.)
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the harvested portion of the crop, and more than half of all counties had P removal 
of <20 kg P ha−1 (Figure 22.2). The authors reported that in geographic regions the 
greatest crop P removal tended to be areas with pasture, mostly in the eastern and 
northwestern parts of the United States (Figure 22.2).

In addition, 92% of all U.S. counties produced ≤30 kg manure-P ha−1, whereas 97% 
of U.S. counties had the ability to assimilate as much as 30 kg manure-P ha−1. Although 
that sounds positive, in many cases, the counties producing high quantities of manure-P 
are not the same counties that can assimilate this amount of manure-P. The end result is 
either a P deficit or surplus. The study revealed that 90% of all U.S. counties in fact have a 
P deficit (Figure 22.3). The other 10% had a surplus, with 3% of the counties exhibiting a 
surplus >30 kg manure-P ha−1 of cropped land. One of the assumptions for a nutrient bal-
ance calculated using the methodology of Maguire et al.16 is that the manure nutrients are 
applied to all available crop land within any given county. However, as the authors noted, 
that may not be the case with surpluses of P possibly existing on certain farms or fields, 
due to uneven spatial generation of manure and the expense of transport. This leads to 
the next geographic analysis that can be performed at the local, within-county scale.

22.4  local ScalE

Within states and even counties, animal production tends to be clustered. One obvi-
ous factor determining the location of farms is the proximity to animal feed. With 
swine and poultry production in North Carolina, the state annually has a grain deficit, 
meaning grain consumption by swine and poultry exceeds statewide grain produc-
tion. As a result, grain is regularly imported into the North Carolina. The vast major-
ity of the grain comes from the Midwest, arriving by rail, and as a result feed mills 
are adjacent to railroads. This in turn creates a geographically fixed point from which 
the farm locations radiate. For example, of the 4148 swine farms registered in North 
Carolina, more than half are within a 50 km radius of one of the main feed mills. The 
result is a dense population of farms in a centralized geographic region (Figure 22.4).

North Carolina swine waste management system
Con�ned feedlots registered with DEHNR as required
by 15A NCAC 2H.0217 rule for waste not discharged

to surface waters—March 2004

0

County boundary
Swine facility (4,148 total)

100 200 300
mi

1:6,000,000

FigurE 22.4  Distribution of farms in North Carolina producing more than 250 head of 
swine per year.

© 2011 by Taylor and Francis Group, LLC



390	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

In addition to the clustering of swine farms, poultry production facilities tend to 
be centrally located around the same feed mills, or neighboring feed mills advan-
tageously located close to the rail transportation. As a result, areas with intensive 
swine production will often have intensive poultry production (Figure 22.5). In fact, 
it is not uncommon to have swine and poultry barns on the same farm. These areas 
of intensive animal production will often have manure nutrients available for appli-
cation that far exceed P, Cu, and Zn needs of local crops. Continued application 
of these nutrients has resulted in unsustainable accumulations. One possibility for 
addressing the local scale issue is to develop markets to move manure nutrients out 
of local communities. Ultimately it comes down to economics related to how far can 
you move manure before transportation costs become prohibitive? GISs are ideally 
suited to assist in these kinds of spatial/economical analyses.

22.5  FiEld ScalE

The improvement of soil and crop productivity with applications of manure is well 
documented.8,12,14 These and many other studies document increased soil organic 
matter (OM), N, P, and many other nutrients with continued manure application.22 
Although few studies have compared variable-to-uniform waste application, recent 
studies have demonstrated increased crop productivity with variable application 
of manure. Eghball et al.9 compared uniform manure application to similar rates 
applied only to less productive areas based on soil organic C content. These results 
showed that manure application to less productive areas increased corn grain yield 
compared to commercial fertilizer, and that variable manure application improved 
less productive areas within the field.

As discussed earlier, continued application of animal wastes especially based on 
crop N requirements substantially increases residual soil P and risk of P transport 
to surface and ground waters.21,20 Quantifying the spatial distribution of soil P in 

FigurE 22.5  Clustering of swine and poultry farms in eastern North Carolina. Poultry 
farms are identified in the figure with the squares and swine farms with circles.
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animal waste amended fields may be useful in directing future manure applications 
to those field areas with lower soil P levels. A site-specific approach to describe 
the spatial distribution of soil P would minimize potential environmental impact of 
manure use and extend the use of fields for future manure application.15

Even though variable manure application may not consistently increase grain 
yield compared with uniform application, Wittry and Mallarino27 demonstrated that 
variable liquid swine manure application based on soil test P minimized P applica-
tion to high soil test P areas and reduced within-field soil P variability. Reducing 
overapplication of manure especially in areas of high soil test P, which is highly cor-
related to soluble P transport to surface and ground waters, will require an accurate 
assessment of the spatial distribution in soil test P as well as the capability to variably 
apply subsequent manure applications.

Traditionally, the spatial variability of soil properties is obtained by grid or zone 
sampling, which is labor and time intensive.17 Advances in remote sensing and 
related technologies provide a rapid and efficient platform for mapping soil prop-
erties. These technologies provide a soil mapping tool for spatial management of 
animal waste.

A number of investigations have been done with multi- and hyperspectral 
reflectance sensors to characterize soil properties. In the early 1970s, soil scien-
tists began to investigate use of multispectral remote sensing for differentiating sur-
face soil properties.6,19 However, compared to hyperspectral images, multispectral 
imagery is problematic where either soil property prediction accuracy is low or the 
prediction equation has limited transferability between geographical regions.3,10 
Therefore, hyperspectral remote sensing has been increasingly used in mapping soil 
properties.5,11

Hyperspectral sensor platforms vary from laboratory, field, to airborne and/or 
satellite-based sensors. Laboratory methods involve collection of soil samples from 
the field, measuring soil reflectance, then correlating reflectance to soil property 
values (e.g., soil OM, total N, etc.). Clearly, laboratory-based hyperspectral data, 
especially if corrected for soil moisture, are more highly correlated to measured soil 
properties than spectral data collected with either field or airborne/satellite platforms. 
While satellite hyperspectral imagery has been available since 2000, few attempts 
have been made using satellite hyperspectral imagery for mapping soil properties.10

Although remote sensing of soil OM and N is well established, spectral mea-
sures of soil P have not proved as reliable. Several authors used NIR reflectance and 
reported poor correlation between reflectance of total or Mehlich-3 P.5,18,24 Recently, 
Bogrekci and Lee4 demonstrated a strong relationship between total soil P and NIR 
absorbance spectra; however, soil samples required sieving and removal of soil mois-
ture. Laboratory-based measures of reflectance of soil properties may be used for 
calibration purposes, but will not be included in practical application of remote sens-
ing to quantify the distribution of soil properties in the field.

Recent use of airborne hyperspectral remote sensing of soil properties has been 
documented.1,23,25 In a recent study, soil samples were collected from several water-
sheds and analyzed for soil OM, total N, and total P; their corresponding hyperspec-
tral reflectance was measured in the laboratory, field, and using satellite (Hyperion) 
images.28 The hyperspectral reflectance data were related to soil OM, total N, and 
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total P concentration through partial least squares regressions (Table 22.1). These 
results show slightly decreased model performance when shifting from laboratory-
measured spectra to satellite image spectra. Regardless of the spectral data source, 
the models for estimating SOM and total N consistently outperformed those for 
estimating total P, although the correlations were as good or better than previous 
efforts.4,18 Although 30 m× 30 m resolution obtained with the Hyperion spectral sen-
sor was cited as a limitation to quantifying soil properties for use in a field scale, 
using 900 m2 resolution should still provide reliable estimates of soil properties, 
especially since most grid-based sampling is done on a 0.8–1.2 ha scale.17

22.6  concluSionS

As shown in this chapter, manure management provides challenges at a variety of 
scales. Nationally, there is the concern of county-wide imbalances between crop 
nutrient needs and availability of manure nutrients. Regionally, areas of the country 
are already accumulating more nutrients than can be used on all of the available 
crop land. The challenge is how do we redistribute the nutrients? Or, perhaps, are 
there changes that can be made in cropping systems that will result in the utiliza-
tion of more of the available nutrients. It may be as simple as changing from grain 
production to forage production, where large quantities of biomass can be removed 
and transported off the farm, out of the county. Perhaps forestland could be better 
utilized to receive a portion of the local manure production. Manures could be a key 
source of nutrients for cellulose-based biofuel production. Ultimately, GISs will have 
a role in solving these national nutrient imbalances.

taBlE 22.1
relationships between laboratory, Field, 
and Satellite Hyperspectral imagery 
and Selected Soil Properties

Scale Soil Properties validation (r2)

Laboratory OM (%) 0.76

Field 0.74
Satellite 0.74
Laboratory Total N (%) 0.75
Field 0.79
Satellite 0.72
Laboratory Total P (mg kg−1) 0.67
Field 0.60

Satellite 0.66

Source: Zheng, B. Using satellite hyperspectral imag-
ery to map soil organic matter, total nitrogen, 
and total phosphorus. MS Thesis, Department 
of Earth Sciences, Indiana University, 
Bloomington, IN, 2008.
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Locally, the same problems persist, but this time, nutrients accumulate not only in 
one or more counties but in isolated areas of individual counties. The challenge is to 
economically distribute manure nutrients recognizing the farm footprints are already 
established. Can value-added products be developed that will redistribute manure 
nutrients out of the rural community and into the urban landscape market? In North 
Carolina, for example, organic lawn care businesses utilizing manure nutrient sources 
are expanding throughout the major municipalities. How will green energy policy 
and the conversion of manure to methane affect nutrient distribution within counties? 
Again, these are all questions with spatial components which make them ideally suited 
for geographic information analysis and modeling.

At the field scale, we know spatial distribution of soil OM, total N, and total P can 
be accurately mapped with airborne or satellite hyperspectral imagery. How will this 
technological breakthrough affect local decision making of land managers, agrono-
mists, and farmers? We know they can, but will these maps be used to distribute ani-
mal waste to less productive areas (low soil OM) and/or reduce waste application rates 
to areas high in soil P? How long before these less productive areas become produc-
tive? How long before they reach a maximum P-, Cu-, or Zn-holding capacity? What 
do we do then? Again, all these questions have spatial components, and this time, 
temporal components. That makes them ideal candidates for further analysis using the 
tools of the modern mapper, working hard to determine “how things change in space.”
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of	Crop	Selection:	
Water	Quality	and	
Biomass	Energy

M.P. Russelle, D.W. Kelley, 
A.S. Birr, and D.G. Tiffany

23.1   ExEcutivE Summary

The use of GIS in concert with simple or complex simulation modeling provides 
an unparalleled way to generate new data and to help a variety of audiences under-
stand spatial patterns of data. From improved understanding, policy incentives can 
be crafted to reduce adverse environmental impacts of agricultural production at 
lower costs than would be necessary otherwise. In this chapter, two case studies 
demonstrate how GIS and modeling can be used to understand how crop selection 
and soils interact to effect environmental outcomes across an agricultural landscape. 
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We addressed the needs of two distinctly different audiences: (1) a public drink-
ing water supplier faced with increasing nitrate in a ground water source and (2) a 
variety of stakeholders involved with planning a new biomass conversion facility to 
produce renewable fuels from grain or cellulosic feedstock. In both cases, the GIS 
output documents the benefits of the perennial legume alfalfa (Medicago sativa L.) 
in particular landscape areas, and provides a mechanism to compare alfalfa with 
corn (Zea mays L.) and soybean (Glycine max [L.] Merr.).

23.2   introduction

Farmers usually know that particular crops perform better on some soils or land-
scape positions than on others. This knowledge accrues over years of observation, 
either directly or by previous generations who farmed that land. Although there are 
management approaches that can reduce such variation (e.g., fertilization, artificial 
drainage, irrigation, etc.), the fundamental basis for the variation remains—the soils 
and their characteristics, and how these interact with weather.1

However, crop yields affect less obvious outcomes, such as net energy produc-
tion of various biofuel crops or nitrate leaching losses to shallow drinking water 
aquifers. Here we present two case studies as examples of ways GIS can be used to 
help an audience gain new understanding of problems it faces and to visualize how 
to achieve better solutions by growing different crops in the landscape. Diversifying 
cropping systems may increase management effort, equipment needs, and other 
costs, but alternative crops can offer significant advantages. The primary alternative 
crop we consider here is alfalfa, a legume that requires no fertilizer N, fits well into 
rotations with other crops, and provides a wide array of environmental services, in 
addition to high dry matter and protein yields.2

In the first case study, we developed maps of estimated nitrate leaching losses into 
a rural water drinking supply. These maps were used for targeting the “leakiest” fields 
for improved fertilizer management of corn or better crop rotation. In the second 
study, we analyzed the yield and net energy production of different biomass crops 
in a prospective fuelshed near a town interested in producing alternative transporta-
tion fuels.

23.3   caSE Study 1: EStimating nonPoint nitratE Flux 
into a SHallow aquiFEr

In many regions, drinking water is obtained from shallow aquifers that are sub-
ject to contamination from inputs on or near the soil surface. Nitrate impairment 
of drinking water aquifers has been related to agricultural practices (fertilizer and 
manure application), residential sources (leaking septic systems), industrial activities 
(leaking fertilizer storages or spills), and geologic sources. The risk of contaminant 
movement through the soil depends in large part on soil characteristics, including 
depth, slope, landscape position, texture, and density. These characteristics define 
how much water infiltrates, how much is held against gravity, how quickly it moves, 
and how long it will remain in the plant root zone. The risk of nitrate loss by leach-
ing also depends on the management of inputs that affect the concentration of the 
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potential contaminant in the soil solution (e.g., nitrogen [N] fertilizer or animal 
manure) and the soil water balance (i.e., rootzone water storage capacity, effective 
precipitation, and crop water use).

The probability of N loss generally increases with the intensity of agricultural 
production, which usually is related to greater water and N inputs and shorter crop 
rotations that include only annual crops, such as corn and soybean. Within a par-
ticular crop rotation, nitrate leaching loss can be minimized with a combination of 
optimum N rate and source, and of timing and method of fertilizer application;3,4 
but further reductions can be achieved only with altered cropping systems.5,6 As 
these authors and others have shown, alfalfa can be particularly effective in reducing 
nitrate leaching.

The nitrate concentration of public drinking water is currently limited by the U.S. 
EPA to 10 mg nitrate–N L−1 (water.epa.gov/drink/contaminants/basicinformation/
nitrate.cfm). As nitrate concentration in a public water supply approach this limit, 
the water supplier must institute one or more means to reduce the concentration. 
This can be done by dilution with water from less contaminated sources (e.g., from 
deeper wells or surface water) or by removal using reverse osmosis, ion exchange, or, 
rarely, distillation. These tactics all require energy and produce waste materials. In 
the case of reverse osmosis at one treatment facility, 10%–20% of the treated water 
volume is discharged to a local stream at nitrate concentrations five to ten times that 
of the influent water. In addition, the discharge contains other salts that were concen-
trated during reverse osmosis. The advisability and sustainability of this permitted 
activity could be questioned.

An alternate, preventative approach is to reduce the amount of contaminants 
transported into the wellhead protection area (WPA). The WPA is defined by the 
area of land that contributes recharge water to the aquifer (see www.health.state.
mn.us/divs/eh/water/swp/whp/fs/swpadfs.html for a more complete description). 
Most wellfield operators have dealt with known point sources, but it is less common 
and more difficult to address the nonpoint sources from agricultural fields and feed-
lots, which are privately owned and managed. In this case study, we were part of a 
team that provided ideas to a rural water supplier that wanted to reduce nitrate flux 
into the aquifer from nonpoint sources.

23.3.1   methods

The subject of investigation was a drinking water supply management area (DWSMA) 
for the Holland wellfield near Pipestone, Minnesota. This DWSMA encompasses 
about 8800 ha with 30 soil series and 49 soil mapping units (Figure 23.1). The aqui-
fer is outwash sand and gravel deposited in a glacial meltwater channel that formed 
in clayey deposits. Loamy surficial deposits cover most of the underlying materials 
(Figure 23.2). Water table depth usually is within 6 m of the soil surface, and low-
lying soils near the creek often are saturated or flooded during late autumn through 
spring. Due to their drainage condition, most of these low-lying soils are either not 
farmed or are used for pasture.

Base maps were generated with (1) a soils layer, delineated using the U.S. 
Department of Agriculture-Natural Resource Conservation Service (USDA-NRCS) 
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Soil Survey Geographic (SSURGO) database for Pipestone county, Minnesota 
(www.soils.usda.gov/survey/geography/ssurgo/); (2) field boundaries estimated using 
1991–1992 1 m USGS Digital Orthophoto Quad (DOQ) for the Holland (NE, NW, 
SE, SW) and Pipestone North (NE, NW, SE, SW) quadrants, Pipestone county, 
Minnesota (deli.dnr.state.mn.us/); (3) a subset of cultivated areas generated using 
Farm Service Agency information (confidential); (4) roads for Pipestone county, 
Minnesota (deli.dnr.state.mn.us/); and ancillary information.

The Groundwater Loading Effects of Agricultural Management Systems 
(GLEAMS) modeling tool was used to provide one-dimensional, field-scale, con-
tinuous flow estimates to evaluate the effects of agricultural management systems 
on chemical and nutrient movement within and through the rootzone.7 This software 
incorporates four distinct subroutines to predict hydrology, nutrients, erosion, and 
pesticide dynamics. The model considers chemical interactions, soil characteristics, 
weather, and management to arrive at selected output for soil, water, nutrient, or pes-
ticide transport. Model input requirements include weather data (daily rainfall, tem-
perature, solar radiation, and wind speed), soil characteristics, pesticide information, 
fertilizer and tillage data, and crop-specific information. Soil physical and chemi-
cal parameters are described for up to five soil genetic horizons, which are further 
distributed into seven distinct computational soil layers. GLEAMS output includes 
daily, monthly, or annual values for runoff, percolation volumes, sediment transport, 
pesticide mass and concentration, and plant nutrient mass and concentration.

The GLEAMS model utilizes the field capacity concept to simulate percola-
tion of water through the computational soil layers. To estimate evapotranspiration 

FigurE 23.1  Soil units in the Holland, Minnesota, DWSMA. The DWSMA is comprised 
of 30 soil series and 49 mapping units, but the legend is omitted for clarity. Dark circles indi-
cate the wells at the wellhead.
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rates and soil water content, model algorithms account for seasonal changes in leaf 
area index. Water percolation is calculated on a daily basis and is assumed to be 
zero unless the soil water stored above a given layer exceeds field capacity. Any 
nitrate available for leaching is transported deeper in the profile only when water 
moves between layers. In other words, the model ignores diffusive movement in 
unsaturated conditions. Nitrate leaching loss is assumed only when nitrate is pres-
ent in the soil solution in the lowest computational layer and when deep percola-
tion occurs out of this layer. We set the maximum depth of rooting to 1.5 m in this 
simulation for all crops, as information for deeper layers is not available for all 
soils included here.

23.3.1.1   model validation
Because of the number of soil types and the lack of observed data for each mod-
eling case study, model calibration was impractical for each combination of soil, 
management, and crop. To substantiate the utility of GLEAMS to accurately 
predict nitrate leaching, we validated the model using observed field data from 

Holland wells
Farm fields

Silty clay loam
Surface texture

2 mi10.50

Loam
Silt loam
Gravelly loamy coarse sand
Clay loam
Gravel pit

FigurE 23.2  Generalized soil texture classes in the Holland, Minnesota, DWSMA.
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the Southwest Research and Outreach Center of the University of Minnesota in 
Lamberton, Minnesota.8 Climate data from the station were combined with site-
specific field and crop management information to test the effectiveness of the 
GLEAMS model to predict nitrate losses, leachate percolation volumes, and crop 
yields for alfalfa, continuous corn, and corn–soybean in rotation (Table 23.1). 
The main parameter that was modified to achieve acceptable agreement between 
observed and predicted results was NRCS runoff curve number (CN2), which 
was set at 75 and 78 for alfalfa and corn, respectively8 (see Ref. 9 for an in-depth 
evaluation of CN values).

Validation results were generally within 10% of the mean of observed data, with 
two exceptions. First, the small average difference between predicted and observed 
nitrate leaching under alfalfa was large in proportion to the small leaching values, 
but this error would not be biologically significant. Second, deep percolation under 
a corn–soybean rotation was underpredicted by 32%. Although this is a large dif-
ference for the cropping system, predicted percolation volumes were considerably 
larger for annual crops than alfalfa, as one would expect given the different tem-
poral and total water demands of these crops. There were no significant differences 
between the other observed and predicted means (paired t-test, p > 0.05). For our 
purposes, we concluded that the model was adequate for predicting percolation vol-
umes below these three crops.

taBlE 23.1
glEamS model validation results

year

alfalfa continuous corn corn–Soybeana

observed Simulated observed Simulated observed Simulated

- - - - - - -- - - - - - - - - - - - nitrate–n leached (kg n ha−1) - - - - - - - - - - - - - - - - - - -
1990 0 0 0 27 0 27

1991 1 5 70 63 81 55

1992 2 0 48 28 32 28

1993 4 6 84 88 67 52

Mean 1.8 2.7 50 51 46 40

% Error — 54.7 — 1.6 — (10)

- - - - - - - - - - - - - - - - - - - - Percolation volume (mm) - - - - - - - - - - - - - - - - - - - - - 
1990 n/ab 0 20 80 19 80

1991 n/a 21 178 193 220 161

1992 n/a 0 131 92 124 92

1993 n/a 29 441 339 480 238

Mean — 13 194 176 211 143

% Error — — — (9) — (32)

Source: Observed data obtained from Chung, S.W., J. Environ. Qual., 30, 822, 2001.
a Corn grown in 1990 and 1992.
b n/a = not available.
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23.3.1.2   model application
Following validation, the model was applied to each soil type using the following 
parameter files for each:

 1. Nutrient: current standard management practices for each crop (fertility, 
timing, field operations) based on a survey of farm management practices10

 2. Hydrology: predominant soil parameters, mean monthly maximum and 
minimum air temperatures, planting and harvest dates, irrigation param-
eters, daily precipitation summaries

 3. Erosion: field parameters (slope, contour, CN, % cover, soil erodibility 
factor)

The effective rooting depth, texture of each soil horizon, effective saturated con-
ductivity of each horizon, soil evaporation parameter based on surface soil texture, 
and saturated conductivity of each horizon were identified for the typifying pedon 
of the dominant soil textural class for each polygon. These selections were based 
upon the SSURGO attribute database and the Official Soil Series Descriptions 
(ortho.ftw.nrcs.usda.gov/osd/osd.html). Soil textural parameters such as bulk den-
sity, porosity, field capacity, permanent wilting point, and hydrologic soil group 
were also considered.

Mean monthly maximum and minimum air temperatures (°C), solar radiation 
(MJ m−2), wind speed (km day−1), and dew point temperatures (°C) were input from 
the GLEAMS climate database, along with the elevation and latitude of Pipestone. 
Daily data for the 10-year weather records (1989–1998) and daily precipitation 
and air temperature data for input to the GLEAMS model were obtained from the 
Minnesota Climatological Working Group Historical Records site (climate.umn.
edu/doc/historical.htm) for Pipestone. Daily solar radiation, wind movement, and 
dew point temperatures were obtained from the GLEAMS model climate database.

Fertility for the corn production simulations consisted of applying urea with a 
nitrification inhibitor and incorporating to 15 cm 1 week before planting. The rate 
of N application varied with the crop rotation, and we included two rates for the 
continuous corn simulation to discern the potential impact of excessive fertilizer 
rates on nitrate leaching. No N fertilizer was applied to soybean or alfalfa, and we 
assumed the alfalfa was an established crop. Other essential nutrients were assumed 
to be optimal.

23.3.1.3   giS application
A soil map from the SSURGO database for Pipestone county was used to extract 
soil characteristics at a mapping scale of 1:24,000. Topology and attribute data 
were obtained from the USDA-NRCS Soil Data Mart site as SSURGO data in 
ArcView Shapefile format. These data are at a level of mapping designed for 
use by landowners and by township and county natural resource planners and 
managers.

The GLEAMS model output was extended to the individual polygons of the GIS 
coverages using ArcMap to produce the final map products, which depicted areas of 
high, moderate, and low nitrate leaching risks.
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23.3.2   resuLts

Predicted nitrate leaching was much lower under alfalfa than under the corn and soy-
bean rotation or continuous corn with higher fertilizer N rates (Figure 23.3). It is evi-
dent from the maps that nitrate leaching was substantially higher when continuous 
corn received higher, rather than lower, fertilizer N rates, especially on the “leakier” 
soils. The model predicted similar yields for both of these N rates, as supported by 
current recommendations.11

A few fields in the DWSMA are irrigated, which reduces yield loss risks due to 
drought and often increases the crop yield potential. We ran GLEAMS for the entire 
DWSMA for irrigated situations, based on the “checkbook” method.12 Predicted 
nitrate leaching increased under irrigation for all cropping and N rates (data not 
shown). This is a recognized risk of irrigation because the soil profile is maintained 
with more plant-available water and, therefore, has less remaining storage capacity 
for natural precipitation.

Water quality is improved most rapidly by altering land management within the 
10-year time-of-travel area, rather than in other areas of the DWSMA, unless sur-
face water provides a significant input to ground water.13 The 10-year time-of-travel 
area usually is delineated using dye tracing and hydrologic modeling during well-
head protection development. In order to help the water utility focus incentives for 

Alfalfa

Corn-corn
146 kg N/ha

Corn-corn
112 kg N/ha

Soybean-corn
100 kg N/ha

FigurE 23.3  Effect of crop species and fertilizer N addition on estimated nitrate leaching 
in the Holland, Minnesota, DWSMA. The grayscale increments, increasing from light gray 
to black, are <2, 2–4, 4–9, 9–18, and >18 kg NO3–N ha−1; black circles indicate the wells at 
the wellhead.
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changing cropping practices on these fields, we generated additional maps showing 
the relative decrease in nitrate leaching for areas within the 10-year time of travel 
(Figure 23.4). Some fields were characterized into a single category, whereas others 
were not. The water utility should focus on the fields in which the largest reductions 
could occur with improved fertilizer or manure management or rotation to a short-
lived perennial, such as alfalfa. Conversion of the nearest of these fields will provide 
the fastest water quality improvement.

However, it is clear from Figure 23.4 that altering land management based on 
proximity alone is as likely to produce unsatisfactory reductions in nitrate leaching 
as basing the decision solely on either soil series (Figure 23.1) or soil texture (Figure 
23.2). Other functional soil, crop, and management characteristics must be consid-
ered. As a case in point, the quarter section of land (about 65 ha) immediately north 
of the wellhead had been planted to native perennial grasses and forbs a few years 
before our team began this project. The water suppliers reasoned correctly that this 
conversion from annuals to perennials would reduce nitrate leaching. As is evident in 

Holland wells
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0

FigurE 23.4  Reduction in nitrate–N loading estimated in GLEAMS by changing from 
continuous corn with annual applications of 180 kg N ha−1 to a well-adapted perennial crop 
that does not require N fertilizer.
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Figure 23.4, however, nitrate leaching under corn was probably relatively small from 
these soils compared to other areas of the DWSMA.

Management of private land may be altered by encouraging voluntary changes 
(e.g., appealing to the manager’s sense of public responsibility and providing research 
results that demonstrate good economic returns for a practice), supporting desired 
changes with payments (such as leases or per area payments for contracts) or in-kind 
contributions (seed, soil sampling, etc.), or regulation (such as penalties for excessive 
manure or fertilizer application rates). The option(s) selected will depend on many 
conditions we do not address here, such as legal authority, sociological consider-
ations, and access to funds to incentivize improvements.

Sophistication and precision are sacrificed for the visualization of spatial patterns 
in many cases where GIS is employed, particularly when a rigorous process-based 
model is not used. But even when process-based models are used, a valid question is 
whether modeled predictions are reliable and accurate. One can use lookup tables, 
equations based on simplifying assumptions, or simulation models to estimate the 
amount of nitrate leaching that may occur. Although results from GLEAMS may not 
have been accurate for the annual crops, based on the dataset used in our validation 
process (described above), it is reasonable to expect that more reliable estimates will 
be provided by models that include crop management and weather variables along 
with soil characteristics. For the purposes of this project, the combination of simula-
tion modeling and GIS was used to visualize nitrate leaching risks.

23.4   caSE Study 2: EStimatEd BiomaSS FEEdStock yiEld 
and nEt EnErgy dElivEry in a FuElSHEd

Ethyl alcohol was the original fuel used by the internal combustion engines in the 
early to mid-1800s, and both Henry Ford and Charles Kettering promoted the devel-
opment of cellulosic ethanol for use in automobiles.14 However, this effort was stopped 
by the convergence of economic and political conditions offering cheap gasoline from 
crude oil.14 And now, again, biomass crops as feedstocks for biofuels are catching 
fire—metaphorically, at least. Fuel and oxygen have been added by the DOE-USDA 
“Billion Ton” report,15 the U.S. Energy Policy Act of 2005 (P.L. 109-58), the Energy 
Independence and Security Act of 2007 (P.L. 110-140), President Bush’s “Biofuels 
Initiative,” and President Obama’s establishment of a top-level Biofuels Interagency 
Working Group, while review articles, editorials, and commentaries have added 
heat.16,17 The extent to which herbaceous and woody biomass can provide cellulosic 
feedstock to replace fossil fuels is contentious, but the fact they will play a role is not.

Currently, only two principal grain crop–product combinations for biofuels have 
been commercialized in the United States (corn grain ethanol and soybean biodie-
sel), but sorghum (Sorghum bicolor [L.] Moench), wheat (Triticum aestivum L.), sug-
arcane (Saccharum officinarum L.) bagasse, and brewery waste are used in some 
of the 182 facilities operating in early 2010.18 Of these, 21 were in Minnesota, with 
3 using biomass as an additional source of heat and power.19 Minnesota also hosted 
three biodiesel production facilities.19

Cellulosic plant materials may be converted with fermentation, pyrolysis, or 
other processes, but decisions about what crop to grow for cellulosic biomass will be 
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guided by yield, cost of production, product requirements,20 the potential to produce 
valuable coproducts (fats, oils, proteins), agricultural infrastructure, and agronomic 
capability. In the case of alfalfa, stems can be used as the biomass feedstock and 
leaves can provide additional income as a high-protein livestock feed.21 Crop selec-
tion should also maximize ancillary environmental benefits and net energy produc-
tion,22,23 and alfalfa also fits these criteria.24

It is reasonable to expect the U.S. cellulosic biomass industry will be based on 
a variety of plant species and that facilities will be sited near feedstock production 
areas because of high transportation costs for this lower-density material. Because 
crop yields vary on different soils, highest efficiencies and lowest risk can be achieved 
by growing the selected crop on productive soils nearest the facility. Specific envi-
ronmental goals (e.g., reduced nitrate leaching or lower risk of soil erosion) may be 
achieved most reliably by growing the appropriate crop on certain soils or landscape 
positions. To demonstrate this fuelshed planning approach, we analyzed a hypotheti-
cal, 80 km diameter area around Madelia, Minnesota, where a consortium of inter-
ests is developing plans for bio-based economic growth.25,26

23.4.1   methods

The subject area comprised about 420,000 ha of cultivated land. A base map was 
generated with a soils layer, delineated using the SSURGO database, and coverages 
of roads, municipal areas, and rivers were added. Corn grain and stover (assumed 
to be 1:1 on a dry matter basis), soybean, and smooth brome grass (Bromus inermis 
L.)-alfalfa yields were provided in the SSURGO database by soil series and county, 
based on a simple model driven by location and soil series (J. Floren, 1992, inter-
nal document, USDA-NRCS). This model was developed with data from field-level 
crop yields and extended to soils with similar characteristics. In this model, yield 
potential declines according to a climatology factor that combined growing degree 
days and growing season precipitation.27 The model estimated yields for a smooth 
brome–alfalfa mixture because that was a common practice at the time (latter half 
of the twentieth century). Currently, it is more common for alfalfa to be grown as a 
pure stand when it is grown for hay or haylage. In most fields, yields from pure alfalfa 
stands likely would be similar to the mixture, except on poorly drained soils where 
the alfalfa would not persist.

This simple approach to predicting yields was appropriate for our purpose 
and helped us develop maps quickly. Alternatively, the Web Soil Survey tool 
(websoilsurvey.nrcs.usda.gov) now includes a National Commodity Crop Productivity 
Index and/or estimated yields for several primary crops in some states. As demon-
strated in the first case study, one also could select more detailed crop growth models 
that are validated for the crop species of interest.

We translated yield into higher heating value (HHV) energy content28 as deliv-
ered to the facility and reduced this by subtracting the energy used in typical crop 
production inputs in the fuelshed (Table 23.2). Typical and desirable crop produc-
tion practices were outlined along with best estimates of fuel requirements and 
amounts of products used. These inputs were assigned HHV for materials utilized 
(fuels, fertilizers, lime, seed, and pesticides).29–34 Some of these inputs varied with 
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taBlE 23.2
inputs for Production of corn grain and Stover, Soybean, and alfalfa (see Excel workbook in appendix)

operation or material applied input

requirement by crop

corn corn Stoverb Soybean alfalfac

Tillage and Field Operations

Dry fertilizer application (Urea + P + K) Diesel fuel (L ha−1) 1.4 1.4 0.7

Lime application Diesel fuel (L ha−1) 1.8
Field cultivator Diesel fuel (L ha−1) 3.0 3.0 0.8
Roller harrow Diesel fuel (L ha−1) 0.8
Planting Diesel fuel (L ha−1) 3.2 3.2 0.8
Herbicide application Diesel fuel (L ha−1) 0.9 1.4 0.2
Insecticide application Diesel fuel (L ha−1) 0.9

Cultivation Diesel fuel (L ha−1) 4.1 1.6

Combine grain Diesel fuel (L ha−1) 18.0 18.0

Stalk raking Diesel fuel (L ha−1) 4.7

Baling: Large round bales Diesel fuel (L ha−1) 7.2

Swathing Diesel fuel (L ha−1) 7.8

Raking Diesel fuel (L ha−1) 9.4

Baling: Large square bales Diesel fuel (L ha−1) 6.6

Stalk shredding Diesel fuel (L ha−1) 6.9

Chisel plow Diesel fuel (L ha−1) 5.6

Combined disk and V ripper Diesel fuel (L ha−1) 13.7

Moldboard plow Diesel fuel (L ha−1) 12.0
Pickup use (supplies, repairs, etc.) Gasoline fuel (L ha−1) 9.3 9.3 9.3
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Seed, Fertilizer and Chemicals Applied

Seed Seed (kg ha−1) 19.9 87.4 4.2
Limestone Aglime (kg ha−1) 840.0
Nitrogena N (kg ha−1) 112.0 11.0

Phosphatea P2O5 (kg ha−1) 56.0 25.3 48.8 55.9

Potasha K2O (kg ha−1) 76.8 43.0 56.0 224.0

Herbicides Product (kg ha−1) 2.23 1.2 0.56
Insecticides Product (kg ha−1) 0.08 0.28

Post Harvest

Transport of grain or biomass from field to 
farm

Diesel fuel (L [Mg-km]−1) 0.0281 0.0281 0.0281 0.0281

Drying of wet grain Propane (L Mg−1 per % water) 2.97

Drying of wet grain Electricity (kJ Mg−1 per % water) 1.41

Transport of feedstock from farm to facility Diesel fuel (L [Mg-km]−1) 0.0178 0.0178 0.0178 0.0178

a For purposes of illustration, yield-dependent inputs (italics) are shown for assumed static yields of 11.3, 4.8, 3.4, and 9.0 Mg ha−1 for corn grain, 
corn stover, soybean, and alfalfa, respectively.

b Corn grain inputs also apply to stover, with additional inputs required for nutrient replacement and stover collection and transport.
c One-time inputs for alfalfa are amortized over the 4-year life of the stand (bold-face).
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yield (e.g., diesel required to haul biomass), whereas others were constant per unit 
area (e.g., diesel use for tillage). See the Appendix for the Excel spreadsheets show-
ing these calculations.

Two harvests per year were assumed for alfalfa biomass.21 Minnesota guidelines 
were used for N fertilizer rate assuming corn followed soybean and the price ratio of 
N to corn grain was 0.15.11 We assumed replacement of phosphorus (P) and potas-
sium (K) based on the amount of removed biomass of all crops and that lime would 
be required to prevent soil pH decline during alfalfa production. In most states, P and K 
recommendations are made on the basis of soil test results rather than on replace-
ment. Furthermore, the availability of added P and K varies with soil chemistry. 
Therefore, better site-specific estimates could be made by taking these consider-
ations into account. Here, we assumed that soil test levels were optimum and used 
the University of Wisconsin recommendations to maintain those levels.35

Corn grown after alfalfa needs less fertilizer N and insecticide than corn grown 
after soybean, so these energy savings were assigned to alfalfa. We included only 
the variable energy inputs rather than the embedded energy in the farm equipment 
and trucks, which already are part of the food, feed, and fiber production systems. 
Because end products from each crop varies with technology, we did not include 
processing energy beyond that required to produce and deliver the crop at a moisture 
content suitable for storage. We assumed that corn grain and stover were harvested in 
separate operations and restricted removal of corn stover to 50% in order to sustain 
soil organic matter (SOM) levels.36 This removal rate might not be sustainable in 
a corn–soybean rotation, however, because SOM declines during bean production. 
On the other hand, sustainable stover removal rates may be higher in rotation with 
alfalfa, which improves soil carbon storage.37

Mean distance between fields and a farmstead was assumed to be 6.4 km (based 
on unpublished research in southern Minnesota by the senior author). To account 
for typical rectilinear road patterns, transportation distance to the processing facil-
ity was calculated as twice the square root of 2 multiplied by the vector distance 
of the field to Madelia. To simplify this calculation, we estimated energy required 
to transport each crop from concentric rings of 1 mile (1.6 km) radius. Inputs were 
aggregated and expressed in the relevant units, i.e., per unit area, mass, or distance. 
After calculating total yield, net energy (delivered), and net energy value for each 
cultivated hectare, corresponding coverages were produced using ArcGIS. All asso-
ciated shapefiles and ancillary data layers are provided in the Appendix.

23.4.2   resuLts

Energy input for corn production is considerably higher than for the legumes, soy-
bean, or alfalfa, mainly because of N fertilizer requirements and the need to arti-
ficially dry corn grain most years (Figure 23.5). More than one-third of the energy 
input to corn receiving 112 kg N ha−1 in a corn–soybean rotation is due to the 
N fertilizer and nearly one-fifth of the input is due to grain drying. The figure for 
grain drying would vary widely with the weather conditions in autumn and the tim-
ing of harvest. Transportation is a small contributor to the net energy balance com-
pared to the energy inputs of fertilizer, but was a larger factor for the cellulosic crops 
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(about 8% for alfalfa and 5% for the extra energy input to produce corn stover) than 
for grain (4% for corn and 3% for soybean). Note that the values in Figure 23.5 are 
static figures based on selected yields.

Unlike analyses that use static figures, such as those above and in most regional 
and national reports, our use of GIS provided products that showed how the energy 
required to produce and deliver biomass crops varied with soil type and distance to 
the biofuel manufacturing facility. Across the fuelshed, net energy yields of soybean 
ranged from 14 to 58 GJ ha−1, corn grain from 33 to 206 GJ ha−1, and alfalfa from 
41 to 226 GJ ha−1. Maps of the entire fuelshed are included in the Appendix, but the 
variability due to soils can be seen in an example subarea (Figure 23.6). The maps 
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FigurE 23.6  Spatial variation in net energy yield of corn grown on soils around Madelia, 
Minnesota.
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FigurE 23.5  Energy use in different inputs for corn, soybean, and alfalfa production at 
assumed yields of 11.3, 3.4, and 9.0 Mg ha−1, respectively.

© 2011 by Taylor and Francis Group, LLC



410	 GIS	Applications	in	Agriculture:	Nutrient	Management	for	Energy	Efficiency

illustrate that fields to the North and South of Madelia can be expected to produce 
higher net energy yields than those to the East and West. Further enlargements of 
net energy yield can assist in field-level decision making (examples for alfalfa and 
soybean are included in the Appendix).

Biofuel facility planners can minimize costs and maximize energy production by 
contracting with farmers on high-producing soils (Figure 23.6). Although the effect 
of transportation distance is small in terms of energy balance, it directly reduces the 
net yield of liquid fuel (not calculated here), so selecting farms based on productivity 
and proximity would help achieve the national goals expressed in several public laws.

The large amount of input energy needed for corn production concerns some 
authors.22 In this fuelshed, alfalfa was about three times more efficient in producing 
energy per unit input than either corn or soybean, although gross and net energy 
production were similar for alfalfa and corn grain plus 50% stover (Table 23.3). This 
does not imply that alfalfa should be grown on all land parcels, but rather that its 
inclusion in crop rotations would improve net energy production in the fuelshed, in 
addition to providing many environmental benefits (e.g., better water, soil, and air 
quality, and improved wildlife habitat). Our analysis shows that alfalfa grown in 
riparian areas west of Madelia yield three to four times more net energy than soy-
bean (Figure 23.7) while contributing to improved water quality.

Requirements for liquid fuels and natural gas vary among the crops, and these 
energy sources differ in their economic costs.38 Economic costs of energy inputs 
were set at $9.00 GJ−1 for liquid fuels, $6.73 GJ−1 for natural gas, and $22.75 GJ−1 for 
electricity. Using these prices, the net energy delivered per dollar of energy input 
ranged from 570 to 800 MJ $−1 for soybean, 380 to 1020 MJ $−1 for corn grain, and 
790 to 2540 MJ $−1 for alfalfa. Fine-scale maps covering about 1550 ha are included 
in the Appendix to illustrate how this information might be used at the farm scale. 
However, these maps were not intended for within-field management decisions. The 
inherent variability within the soil series polygons (due to inclusions and indistinct 
borders) and the effects of past field management (erosion, manure application, etc.) 
limits the utility of these broad-scale maps to larger areas.

taBlE 23.3
Examples of Energy input and output for Several Biomass crops, 
assuming a Fixed yield and distance (24 km) from a Processing 
Facility in madelia, minnesota

crop (yield)

Energy 
input 

(gJ ha−1)

delivered 
Energy 

(gJ ha−1)

net 
Energy 

(gJ ha−1)

output-to-
input Energy 

ratio

Soybean (3.36 Mg ha−1) 5.4 54.3 48.9 9.0

Corn grain (11.3 Mg ha−1) 15.6 138.0 122.4 7.8

Corn grain + stover (11.3 Mg ha−1 
and 4.8 Mg ha−1 stover dry matter)

20.1 211.9 191.7 9.5

Alfalfa (13.4 Mg ha−1) 6.6 192.1 185.4 27.9
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As stated earlier, other considerations should be taken into account when decid-
ing which biomass crop to select and where to grow it in the landscape. Data layers 
(digital elevation models, location of shallow aquifers, estimates of greenhouse gas 
emissions, etc.) can be added to these GIS-based analyses.39,40

For the grain crops and eventually for lignocellulosic crops, the land area required 
per megaliter of ethanol or biodiesel may be calculated from mapped yields,41 allow-
ing more complete life-cycle assessment of selected scenarios. Predicted net energy 
yields can be validated by long-term local records of crop yields, when available. 
Such maps and data layers may also help regional, state, and federal policy makers 
evaluate how they might encourage particular biomass production systems to achieve 
policy goals.

23.5   concluSionS

Soil information can be used to guide decision making when public water supply 
managers, biomass fuelshed operators, and others are selecting crop species, but 
only after the information is synthesized to produce interpretable outputs. Soil units 
are defined by a number of characteristics that do not necessarily relate to the prob-
lem of interest. The importance of particular soil characteristics, however, depends 
on the crop species and management, which are taken into account in simulation 
models. GIS allows us to aggregate the model output into categories, making the 
map product easy to interpret. In the DWSMA, specific fields were highlighted to 
help the managers prioritize their prevention activities and note which fields are not 
likely contributing to the problem of excess ground water nitrate. In the prospective 
biomass fuelshed, planners could visualize which areas of the fuelshed could sup-
ply feedstock most efficiently, assess how feedstock selection will affect net energy 
production, and consider areas where additional environmental payments may be 
available to improve farm profitability.

County
River

Not farmed
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3.00–3.75
3.75–4.50
4.50–5.25

0 1 2 3 4
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FigurE 23.7  Relative net energy yield of alfalfa compared to soybean delivered to a hypo-
thetical facility in Madelia, Minnesota.
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Primary Folder contents

Holland_DWSMA  Contains each of the following folders and files required 
for data generation and mapping as described in this 
chapter.

Subfolder
Color figures Color versions of Figures 23.1 through 23.4.
Holland_DWSMA_
GISfiles

Subfolder/file
DOQ_color  Color digital orthoquads of the DWSMA area.
DWSMA Arc shapefiles for the DWSMA.
Excel_files  MS Excel workbooks containing the GLEAMS model out-

put for the different crop–soil management scenarios used 
in the study.

Fields  Arc shapefiles for field boundaries, natural areas, and 
nonfarmed areas.

GLEAMS  Simulation program files, including the modified version 
we used in the research, and the required input files, 
including the 10 year weather file (Pip10pcp.dat), crop-
specific management parameter input files, by crop, soil 
type, and irrigation (present or absent), and in the case of 
corn, N fertilizer timing and rate. These files may be read 
and modified using a text editor, such as Notepad. The 
.par files that end in “e” include erosion parameters, “h” 
are hydrology parameters, and “n” are nutrient param-
eters. Output files also are included for each scenario.
In order to understand these files, users must have some 
familiarity with the file structure required and produced 
by GLEAMS; documentation is provided within the 
GLEAMS_Program folder.
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mn117_pipestone_mn   Arc shapefiles for the NRCS digital soil survey SSURGO 
soils for Pipestone COUNTY, Minnesota.

N_Leaching  Arc shapefiles for nitrate–N leaching losses as predicted 
by GLEAMS. The three shapefile groups are 1_N_leach 
(<2 lb/ac), 4_N_Leach (2–4 lb/ac), and 8_N_Leach 
(8–16 lb/ac).

Soildata  Arc shapefiles for soil polygons and for soil attributes 
joined to GLEAMS output for corn and alfalfa and the 
nitrate–N reductions achieved by converting from corn 
to alfalfa.

Support  Arc shapefiles for Minnesota counties, DWSMA wells, 
roads, and the area.

HollandDWSMA_crop_modeling.mxd
The Arc map document file that contains data frames for:

 1. Holland Wellfield Landcover—location of Pipestone COUNTY, Minnesota; 
the DWSMA; farm fields; unfarmed areas; roads; wells.

 2. Holland Landcover Imagery—Farm Services Administration Color 
Orthophotos 2003–2004; the DWSMA; roads; wells.

 3. Holland Wellfield Soils—NRCS digital soil survey (SSURGO soils) for 
Pipestone COUNTY, Minnesota; the DWSMA; farm fields; wells.

 4. N Loading Reductions with Management—SSURGO soils joined to 
GLEAMS model output; the DWSMA; farm fields; unfarmed areas; roads; 
wells.

Madelia_fuelshed  Contains each of the following folders and files 
required for data generation and mapping as 
described in this chapter.

Subfolder/file
Color figures  Color versions of Figures 23.5 through 23.7, and 

additional figures of the entire fuelshed, by crop, 
of (1) net energy at the farm (without transport 
to Madelia), (2) net energy with transport deliv-
ered to Madelia, and (3) total energy delivered 
per dollar cost of energy invested.

Net energy calculations.xlsx   Annotated Excel workbook with separate work-
sheets for each crop to calculate energy input, 
energy output, and net energy production at a 
defined yield, moisture content, and hauling 
distance. Typical U.S. units are given for most 
operations.
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Madelia_fuelshed_GISfiles
 All GIS files are in the following coordinate system:
 UTM
 Zone 15
 Nad83
 Meters

Alfalfa_shapefiles
Layer: alfalfa_energy2010.shp
 Overview: The spatial boundaries of this layer are comprised of SSURGO soil 
map units, Minnesota 1990s census of the land use boundaries, and 1 mile 
(1.6 km) concentric circles surrounding the city of Madelia. The following attri-
butes are the resulting energy calculations associated with the alfalfa yields 
derived from the SSURGO data. Example values are presented in parentheses.

Field description
AREA Polygon area in m2 (1,127.64550420000).
PERIMETER Polygon perimeter m (280.32763887900).
MALFYLDLU_ Polygon id (2).
MUSYM SSURGO map unit symbol (386).
MUKEY SSURGO map unit key (400,598).
MUSYMNAME SSURGO map unit symbol name (OKOBOJI M).
BROMALFHUN Bromegrass–alfalfa yield units normalized by acres (Tons).
BROMALFHYL Bromegrass–alfalfa yield (3.00000000000).
ENERGYHAY  Harvested energy content of alfalfa in kcal/ac 

= BROMALFHYL × 3,551,020 (10,653,060.00000000000).
LUSE_CODE  Minnesota 1990s census of the land use code (21 = cultivated 

land).
DISTANCE  Concentric circle distance in m (40,225.00000000000).
ALFOUTENG  Output energy from alfalfa in kcal/ac = 12,481,200 BTU/ton/ ac 

× BROMALFAHYL × 0.252 (9,435,787.19999999000).
ALFIN1ENG  Input energy associated with field operations and seed in 

kcal/ ac = 1,198,466 BTU/ac × 0.252 (302,013.43200000000).
ALFIN2ENG  Input energy associated with nutrients and transportation in 

kcal/ac = 195,276 BTU/ton/ac × BROMALFHYL × 0.252 
(147,628.65599999900).

ALFIN3ENG  Input energy associated with transportation to the plant in 
kcal/ac = 2,842 BTU/ton/mile × BROMALFHYL 
× (DISTANCE/1609 m/mile) (53,713.80000000000).

ALFNETENG  Net energy after accounting for transport energy associated 
with transport to the plant in kcal/ac = (ALFOUTENG 
+ ALFOUT2ENG) − (ALFIN1ENG + ALFIN2ENG 
+ ALFIN3ENG) (9,771,334.52399999000).
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ALFNETENG2  Net energy without transport energy associated with transport 
to the plant in kcal/ac = (ALFOUTENG + ALFOUT2ENG) 
− (ALFIN1ENG + ALFIN2ENG) (13,142,617.48000000000).

ALFYLDMET  BROMALFHYL expressed in Mg/ha = BROMALFHYL 
× 2.24 (6.72000000000).

ALFNETMET  ALFNETENG expressed in GJ/ha = ALFNETENG 
× 1.0341396 × 10−5 (101.04923976116).

ALFNETMET2  ALFNETENG2 expressed in GJ/ha = ALFNETENG2 
× 1.0341396 × 10−5 (135.91301183720).

ALFNETMETJ  Total net energy for each concentric circle in TJ 
= (ALFNETMET × (AREA/10,000))/1,000 (0.01139477209).

ALFOUT2ENG  Energy associated with nitrogen fertilizer benefit to next two 
corn crops and insecticide benefit to next corn crop in kcal/ac 
= 3,328,981 BTU/ac × 0.252 (838,903.21200000000).

ALFIN1DOL  Input costs associated with field operations and seed in $/ac 
= $14.52810000000.

ALFIN2DOL  Input costs associated with nutrients and transportation in $/ ac 
= $2.5567 × BROMALFHYL (8.57010000000).

ALFIN3DOL  Input costs associated with transportation to the plant in $/ac 
= $0.0270 × BROMALFHYL × (DISTANCE/1,609 m/mile) 
(2.02500000000).

ALFINDOL  Input costs after accounting for transport energy associated 
with transport to the plant in $/ac = (ALFIN1DOL 
+ ALFIN2DOL + ALFIN3DOL) (25.12320000000).

ALFINDOLM  ALFINDOL expressed as $/ha = ALFINDOL × 2.47 
(62.05430400000).

ALFMJDOL  Output energy delivered per value total energy input in MJ/$ 
= (ALFOUTENG × 0.01033448)/ALFINDOLM 
(1,571.42934199465).

ALFOUTMETJ  Total harvested energy for each concentric circle in TJ 
= (ALFOUTMEN × (AREA/10,000))/1,000 
(0.01100347597).

ALFINDOLMT  Total value of input costs for each concentric circle in $ 
= (ALFINDOLM × (AREA/10,000))/1,000 (0.00699752569).

ALFOUTMET  ALFOUTENG expressed as GJ/ha = ALFOUTENG 
× 1.0341396 × 10−5 (97.57921200693).

Corn_shapefiles
Layer: corn_energy2010.shp
�Overview: The spatial boundaries of this layer are comprised of SSURGO soil 
map units, Minnesota 1990s census of the land use boundaries, and 1 mile 
(1.6 km) concentric circles surrounding the city of Madelia. The following 
attributes are the resulting energy calculations associated with the corn yields 
derived from the SSURGO data. Example values are presented in parentheses.
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Field description
AREA Polygon area in m2 (1127.64550420000).
PERIMETER Polygon perimeter m (280.32763887900).
MCORYLDLU_ Polygon id (2).
MUSYM SSURGO map unit symbol (386).
MUKEY SSURGO map unit key (400598).
MUSYMNAME SSURGO map unit symbol name (OKOBOJI M).
CORNUNIT Corn yield units normalized by acres (bu).
CORNYLD Corn grain yield (136.00000000000).
ENERGYCORN  Harvested energy content of corn grain + stover in kcal/ac 

= CORNYLD × 190,996.8 (25,975,565.00000000000).
ENERGYCRNG  Harvested energy content of corn grain in kcal/ac 

= ENERGYCORN − ENERGYCRNS 
(12,841,854.00000000000).

ENERGYCRNS  Harvested energy content of corn stover in kcal/ac 
= CORNYLD × 96,571.4 (13,133,714.00000000000).

LUSE_CODE  Minnesota 1990s census of the land use code (21 = cultivated 
land).

DISTANCE  Concentric circle distance in m (40,225.00000000000).
CGSOUTENG  Output energy from corn grain and stover in kcal/ac 

= 494,612 BTU/bu/ac × CORNYLD × 0.252 
(16,951,342.46400000000).

CGSIN1ENG  Input energy for corn grain and stover associated with field 
operations, seed, fertilizer, pesticides in kcal/ac = 4,409,879 
BTU/ac × 0.252 (1,111,289.50799999000).

CGSIN2ENG  Input energy for corn grain and stover associated with drying, 
nutrients, and transportation to the farm in kcal/ac = 15,926 
BTU/bu/ac × CORNYLD × 0.252 (545,815.87199999900).

CGSIN3ENG  Input energy for corn grain and stover associated with 
transportation to the plant in kcal/ac = 147 BTU/bu/mile/ac 
× CORNYLD × (DISTANCE/1609 m/mile) 
(856.80000000000).

CGSNETENG  Net energy for corn grain and stover after accounting for 
transport energy associated with transport to the plant in 
kcal/ ac = (CGSOUTENG) − (CGSIN1ENG + CGSIN2ENG 
+ CGSIN3ENG) (15,293,380.28400000000).

CGOUTENG  Output energy from corn grain in kcal/ac = 327,644 BTU/bu/ac 
× CORNYLD × 0.252 (11,229,015.16800000000).

CGIN1ENG  Input energy for corn grain associated with field operations, 
seed, fertilizer, pesticides in kcal/ac = 4,223,189 BTU/ac 
× 0.252 (1,064,243.62800000000).
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CGIN2ENG  Input energy for corn grain associated with drying, nutrients, 
and transportation to the farm in kcal/acre = 8664 BTU/bu/ 
acre × CORNYLD × 0.252 (296,932.60800000000).

CGIN3ENG  Input energy for corn grain associated with transportation to 
the plant in kcal/acre = 80 BTU/bu/mile/acre × CORNYLD 
× (DISTANCE/1609 m/mile) (68,544.00000000000).

CGNETENG  Net energy for corn grain after accounting for transport energy 
associated with transport to the plant in kcal/acre 
= (CGOUTENG) − (CGIN1ENG + CGIN2ENG 
+ CGIN3ENG) (9,799,294.93200000000).

CGSNETENG2  Net energy for corn grain and stover without accounting for 
transport energy associated with transport to the plant in kcal/
acre = (CGSOUTENG) − (CGSIN1ENG + CGSIN2ENG) 
(17,842,035.96000000000).

CGNETENG2  Net energy for corn grain without accounting for transport 
energy associated with transport to the plant in kcal/acre 
= (CGOUTENG) − (CGIN1ENG + CGIN2ENG) 
(11,844,721.98000000000).

CSNETENG  Net energy for corn stover after accounting for transport 
energy associated with transport to the plant in kcal/acre 
= CGSNETENG − CGNETENG (5,494,085.35200000000).

CSNETENG2  Net energy for corn stover without accounting for transport 
energy associated with transport to the plant in kcal/acre 
= CGSNETENG2 − CGNETENG2 
(5,997,313.98000000000).

CORNYLDMET  CORNYLD expressed in Mg/ha = CORNYLD × 6.273 × 10−2 
(8.53128000000).

CGSNETMET  CGSNETENG expressed in GJ/ha = CGSNETENG 
× 1.0341396 × 10−5 (158.15490169544).

CGSNETMET2  CGSNETENG2 expressed in GJ/ha = CGSNETENG2 
× 1.0341396 × 10−5 (184.51155930860).

CGNETMET  CGNETENG expressed in GJ/ha = CGNETENG × 1.0341396 
× 10−5 (101.33838941261).

CGNETMET2  CGSNETENG2 expressed in GJ/ha = CGSNETENG2 
× 1.0341396 × 10−5 (122.49096050508).

CSNETMET  CSNETENG expressed in GJ/ha = CSNETENG 
× 1.0341396 × 10−5 (56.81651228283).

CSNETMET2  CSNETENG2 expressed in GJ/ha = CSNETENG2 
× 1.0341396 × 10−5 (62.02059880352).

CGSNETMETJ  Total net energy for each concentric circle in TJ 
= (CGSNETMET × (AREA/10,000))/1,000 (0.01783426639).

CGNETMETJ  Total net energy for each concentric circle in TJ 
= (CGNETMET × (AREA/10,000))/1,000 (0.01142737792).
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CSNETMETJ  Total net energy for each concentric circle in TJ 
= (CSNETMET × (AREA/10,000))/1,000 (0.00640688846).

CGSIN1DOL  Input costs associated with seed, nitrogen fertilizer, and 
pesticides in $/acre = 44.61910000000.

CGSIN2DOL  Input costs associated with nutrients and transportation in 
$/ acre = $0.1471 × CORNYLD (20.00560000000).

CGSIN3DOL  Input costs associated with transportation to the plant in $/acre 
= $0.0014 × CORNYLD × (DISTANCE/1,609 m/mile) 
(4.76000000000).

CGSINDOL  Input costs after accounting for transport energy associated 
with transport to the plant in $/acre = (CGSIN1DOL 
+ CGSIN2DOL + CGSIN3DOL) (69.38470000000).

CGIN1DOL  Input costs associated with seed, nitrogen fertilizer, and 
pesticides in $/acre = 42.84550000000.

CGIN2DOL  Input costs associated with nutrients and transportation in 
$/ acre = $0.1471 × CORNYLD (11.12480000000).

CGIN3DOL  Input costs associated with transportation to the plant in $/acre 
= $0.0014 × CORNYLD × (DISTANCE/1,609 m/mile) 
(2.72000000000).

CGINDOL  Input costs after accounting for transport energy associated 
with transport to the plant in $/acre = (CGIN1DOL 
+ CGIN2DOL + CGIN3DOL) (56.69030000000).

CSINDOL  Input costs after accounting for transport energy associated 
with transport to the plant in $/acre = (CGSINDOL 
− CGINDOL) (12.69440000000).

CGINDOLM  CGINDOL expressed as $/ha = CGINDOL × 2.47 
(140.02504100000).

CGSINDOLM  CGSINDOL expressed as $/ha = CGSINDOL × 2.47 
(171.38020900000).

CSINDOLM  CSINDOL expressed as $/ha = CSINDOL × 2.47 
(31.35516800000).

CGSMJDOL  Output energy delivered per value total energy input in MJ/$ 
= (CGSOUTENG × 0.01033448)/CGSINDOLM 
(1,022.19101429243).

CGMJDOL  Output energy delivered per value total energy input in MJ/$ 
= (CGOUTENG × 0.01033448)/CGINDOLM 
(828.75199924700).

CGSOUTMETJ  Total harvested energy for each concentric circle in TJ 
= (CGSOUTMET × AREA/10,000))/1,000 (0.01976768716).

CGOUTMETJ  Total harvested energy for each concentric circle in TJ 
= (CGOUTMET × AREA/10,000))/1,000 (0.01309463598).

CGSINDOLMT  Total value of input costs for each concentric circle in $ 
= (CGSINDOLM × (AREA/10,000))/1,000 (0.01932561222).
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CGINDOLMT  Total value of input costs for each concentric circle in 
$ = (CGINDOLM × (AREA/10,000))/1,000 (0.01578986080).

CGSOUTMET  CGSOUTENG expressed as GJ/ha = CGSOUTENG 
× 1.0341396 × 10−5 (175.30054515184).

CGOUTMET  CGOUTENG expressed as GJ/ha = CGOUTENG × 1.0341396 
× 10−5 (116.12369254229).

CSOUTMET  CSOUTENG expressed as GJ/ha = CSOUTENG × 1.0341396 
× 10−5 (59.17685260955).

Soybean_shapefiles
Layer: soybean_energy2010.shp
�Overview: The spatial boundaries of this layer are comprised of SSURGO soil 
map units, Minnesota 1990s census of the land use boundaries, and 1 mile 
(1.6 km) concentric circles surrounding the city of Madelia. The following 
attributes are the resulting energy calculations associated with the soybean 
yields derived from the SSURGO data. Example values are presented in 
parentheses.

Field description

AREA Polygon area in m2 (1,127.64550420000).
PERIMETER Polygon perimeter m (280.32763887900).
MSOYYLDLU_ Polygon id (2).
MUSYM SSURGO map unit symbol (386).
MUKEY SSURGO map unit key (400,598).
MUSYMNAME SSURGO map unit symbol name (OKOBOJI M).
SOYUNIT Soybean yield units normalized by acres (bu).
SOYYLD Soybean grain yield (38.00000000000).
ENERGYSOY  Harvested energy of soybeans in kcal/acre = SOYYLD 

× 130,204.1 (4,947,756.00000000000).
LUSE_CODE Minnesota 1990s census of the land use code (21 = cultivated 

land).
DISTANCE Concentric circle distance in m (40,225.00000000000).
SBOUTENG  Output energy from soybean grain in kcal/acre = 458,473 

BTU/bu/acre × SOYYLD × 0.252 (4,390,337.44799999000).
SBIN1ENG  Input energy for soybean grain associated with field operations, 

seed, and pesticides in kcal/acre = 1,941,560 BTU/acre 
× 0.252 (489,273.12000000000).

SBIN2ENG  Input energy for soybean grain associated with drying, 
nutrients, and transportation to the farm in kcal/acre = 6,539 
BTU/bu/acre × SOYYLD × 0.252 (62,617.46400000000).

SBIN3ENG  Input energy for soybean grain associated with transportation 
to the plant in kcal/acre = 83 BTU/bu/mile/acre × SOYYLD 
× (DISTANCE/1609 m/mile) (19,870.20000000000).
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SBNETENG  Net energy for soybean grain after accounting for transport 
energy associated with transport to the plant in kcal/acre 
= (SBOUTENG) − (SBIN1ENG + SBIN2ENG 
+ SBIN3ENG) (3,818,576.66399999000).

SBNETENG2  Net energy for soybean grain without accounting for transport 
energy associated with transport to the plant in kcal/acre 
= (SBOUTENG) − (SBIN1ENG + SBIN2ENG) 
(4,605,517.47599999000).

SOYYLDMET SOYYLD expressed in Mg/ha = SOYYLD × 6.7211 × 10−2 
(2.55401800000).

SBNETMET  SBNETENG expressed in GJ/ha = SBNETENG × 1.0341396 
× 10−5 (39.48941343878).

SBNETMET2  SBNETENG2 expressed in GJ/ha = SBNETENG2 
× 1.0341396 × 10−5 (47.62748000424).

SBNETMETJ  Total net energy for each concentric circle in TJ 
= (SBNETMET × (AREA/10,000) )/1,000 (0.00445300595).

SBIN1DOL  Input costs associated with field operations, seed, and 
pesticides in $/acre = 26.83770000000.

SBIN2DOL  Input costs associated with nutrients and transportation in 
$/ acre = $0.0973 × SOYYLD (3.69740000000).

SBIN3DOL  Input costs associated with transportation to the plant in 
$/acre = $0.0008 × SOYYLD × (DISTANCE/1609 
m/ mile) (0.76000000000).

SBINDOL  Input costs after accounting for transport energy associated 
with transport to the plant in $/acre = (SBIN1DOL 
+ SBIN2DOL + SBIN3DOL) (31.29510000000).

SBINDOLM SBINDOL expressed as $/ha = SBINDOL × 2.47 
(77.29889700000).

SBMJDOL  Output energy delivered per value total energy input in 
MJ/$ = (SBOUTENG × 0.01033448)/SBINDOLM 
(586.96639034328).

SBOUTMETJ  Total harvested energy for each concentric circle in 
TJ = (SBOUTMET × AREA/10,000) )/1,000 
(0.00511976071).

SBINDOLMT  Total value of input costs for each concentric circle in 
$ = (SBINDOLM × (AREA/10,000) )/1,000 (0.00871657537).

SBOUTMET  SBOUTENG expressed as GJ/ha = SBOUTENG × 1.0341396 
× 10−5 (45.40221812340).

Net_energy_ratio_shapefiles
Layer: ratio_energy2010.shp
�Overview: The spatial boundaries of this layer are comprised of SSURGO soil 
map units, Minnesota 1990s census of the land use boundaries, and 1 mile 
(1.6 km) concentric circles surrounding the city of Madelia. Example values are 
presented in parentheses.
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Field description
AREA Polygon area in m2 (1,127.64550420000).
PERIMETER Polygon perimeter m (280.32763887900).
DISTANCE Distance in m (40,225.00000000000).
ALFCGSGJ  Ratio of net energy from alfalfa to net energy from corn grain 

and stover = ALFNETMENT/CGSNETMET (0.639).
ALFCGGJ  Ratio of net energy from alfalfa to net energy from corn grain 

= ALFNETMENT/CGNETMET (0.997).
ALFSBGJ  Ratio of net energy from alfalfa to net energy from soybean grain 

= ALFNETMENT/SBNETMET (2.559).
ALFCGSMD  Ratio of alfalfa energy output delivered per value energy input to 

corn grain and stover energy output delivered per value energy 
input (1.537).

ALFCGMD  Ratio of alfalfa energy output delivered per value energy input to 
corn grain energy output delivered per value energy input 
(1.896).

ALFSBMD  Ratio of alfalfa energy output delivered per value energy input to 
soybean grain and energy output delivered per value energy 
input (2.677).

Madelia_base_shapefiles

layer description
madelhwy2 Major roads and highways within the Madelia 

fuelshed.(route: coverage)
madeliabfcty.shp Minnesota county boundaries within the Madelia 

fuelshed.
madeliabfwat.shp Eight-digit HUC boundaries within the Madelia 

fuelshed.
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24 Estimating	Soil	
Productivity	and	Energy	
Efficiency	Using	the	
USDA	Web	Soil	Survey,	
Soil	Productivity	Index	
Calculator,	and	Biofuel	
Energy	Systems	Simulator

Kurtis D. Reitsma, R. Kyle Heimerl, 
and Thomas E. Schumacher

24.1  ExEcutivE Summary

Soils have varying production capacities for a specific plant or sequence of plants 
under defined management strategies. The production capacity or “productivity” 
can be quantified as a mathematical function of a soil’s ability to sufficiently sustain 
plant growth and development. The result of this function is a productivity index 
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(PI) value that can be used to estimate crop yield and develop management strate-
gies. This chapter demonstrates a simulation of how erosion can impact productiv-
ity, profitability, and energy efficiency for a typical corn production field in South 
Dakota. Energy and productivity values are calculated in an MS Excel workbook 
using data sourced from an online soil survey and a biofuel systems model. These 
data are used with spatial soils data to demonstrate the spatial variation of these 
parameters within a field.

24.2  introduction

The production capacity of a soil depends on rooting depth, topsoil thickness, 
available water capacity (AWC), plant nutrient storage, surface runoff, soil tilth, 
and soil organic carbon (SOC).1 The soil PI is calculated as a function of these 
parameters that can be translated into biomass and energy yield and production 
estimates for individual soils or aggregated for field-scale estimates. Several mod-
els have been developed for calculating soil PI values. The model presented in this 
chapter was developed by Pierce et al.,2 which assesses the effects of erosion on 
soil productivity.

Water, wind, and gravity assisted by tillage are erosive forces that move soil from 
upper to lower landscape positions. Tillage loosens and exposes soil to erosive forces 
in addition to direct translocation of soil resulting in tillage erosion.3,4 In eroded 
landscapes, managers may attempt to maintain or improve productivity by increas-
ing material inputs, which increases energy inputs. Increasing material inputs may 
fail or only partially recover productivity as damage to many soil properties (avail-
able water holding capacity (WHC), rootzone depth, and soil structure) is not eas-
ily repaired. Together, increased inputs and decreased production capacity reduce 
energy efficiencies of crop production systems in eroded landscapes.

24.2.1  data sources used in exercise

This chapter expands on the use of soils data available from the Web Soil Survey 
(WSS ver. 2.2.6, 2009)5 and the Biofuel Energy Systems Simulator (BESS ver. 
2008.3.1)6 presented in Chapters 2 and 5, respectively. Soils data sourced from 
WSS is entered into an MS Excel® (Microsoft® Office Excel™)7 workbook; “Soil PI 
Calculator” (SPIC)8 that uses methods developed by Pierce et al.2 for assessing long-
term impact of erosion on soil productivity. This exercise will use a 96 ac (39 ha) field 
located in Lake County, South Dakota, United States. Initial PI values (T0) are cal-
culated and compared to PI values after erosion has removed the top layer of the soil 
(T1). PI values are translated into grain yields, used to build scenarios for the Biofuel 
Energy Systems Simulator (BESS). The BESS provides estimates of crop production 
energy inputs, efficiency, and net production, which demonstrate the energy impacts 
of erosion on a biofuels production system.

Spatial data retrieved from WSS is joined to results summarized in the Soil 
Productivity Index Calculator (SPIC), demonstrating the spatial variation of long-
term erosion impacts on biomass and energy production. For the purpose of this 
chapter, an assessment was developed using the following simplifications:
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• Soil conditions at T0 (time 0) represent optimal productivity of each soil 
map unit (MU).

• The first defined soil layer is completely removed by erosion at T1 (time 1) 
for soils likely to erode.

• A dryland production and moldboard plow tillage system was used between 
T0 and T1.

• Material inputs were not applied at a variable rate and do not change 
between T0 and T1.

• Material inputs are optimal for plant growth at T0 and T1.
• Initial (T0) proven corn yield for the field was 160 bu ac−1.

These simplifications assume a worst-case scenario for erosion but provide con-
servative crop and energy productivity impact estimates. Due to the robust nature of 
the WSS, an Internet connection of 100 Mb s−1 or greater is recommended. Minimum 
system recommendations include IBM-PC Pentium® 4 or higher processor, with 1 Gb 
RAM, operating system, Microsoft Windows (Windows 7, Vista, or XP Service Pack 2), 
installed software, MS Excel™ ver. 2003 or higher, ESRI® ArcGIS™ (ver. 9.3).9 All 
units used in the PI workbook and discussed in this chapter are consistent with those 
used in the WSS or otherwise noted. Currency, units are U.S. dollars ($US).

24.2.2  Productivity index

A PI uses soil characteristics the soils production capacity as a single value. The PI 
model demonstrated in this chapter can be used with site-collected or soil survey data 
to predict the long-term effect of erosion on soil productivity.10,11 The general premise 
of this method is that productivity declines with increasing erosion. Erosion has been 
shown to affect physical and chemical characteristics of soil including particle size, bulk 
density, WHC, aggregate stability, and pH, resulting in reduced yield in corn grain.12,13

The PI model modified by Pierce et al.2 derives values from the sum of sufficiency 
rating values of 0–1 (0 = no productivity and 1 = optimal productivity) for AWC, soil 
pH, bulk density, and a root distribution weighting factor. Sufficiency ratings can 
be found in individual soil worksheets of the SPIC. This model assumes that plant 
nutrient availability, climate, and management are optimal, and plant differences are 
constant. The resulting PI value represents conditions in the soil rootzone, which 
impact yield and productivity.

Based on Pierce et al.,2 the mathematics of the PI model is expressed as

 

PI A C D WF)= × × ×
=

∑ ( i i i

i

r

1  

where
PI is the productivity index
r is the number of soil horizons
A is the sufficiency of AWC
C is the sufficiency of bulk density
D is the sufficiency of pH
WF is the weighting factor
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24.3  uSing tHE SPic

A blank copy of the SPIC MS Excel™ workbook (Ch24_PI_Model.xls) has been 
included on the CD accompanying this book. The SPIC allows calculation of PI val-
ues for up to 10 soils using the algorithm described in Section 24.2.1, but only 9 will 
be used in this exercise. PI values are calculated using initial conditions (T0) for each 
soil and compared to PI values assuming erosion of the top layer of soil (T1). Users 
may force the SPIC to remove any depth of soil by dividing or aggregating soils data. 
For example, to simulate erosion of the top 2 in. of a soil that has a 6 in. top layer, 
designate layer 1 with a lower depth of 2 in. and layer 2 with a lower depth of 6 in. 
Soil parameters will be the same for both layers.

Users indicate if a soil is likely to erode; soils indicated not likely to erode result in 
PI values at T1 equal to PI values at T0. The default value is “No,” changing field “Likely 
to Erode” to “Yes” in the SPIC simulates erosion. In this exercise, erosion likelihood is 
based on landscape position and slope reported by WSS. Soils occurring at toe-slope 
and foot-slope positions or with slopes less than 2% are assumed unlikely to erode.

Yield (bu ac−1) and crop value ($US bu−1) estimates are user defined and entered 
on the “Summary” worksheet of the SPIC. The yield value is the yield at T0 and 
may be based on proven field average yield, county average yield, or other yield 
data. Yield at T0 is assumed to be 160 bu ac−1. Crop value may be based on contract, 
average annual, or current offering prices. In this exercise, corn value is based on a 
selling price of $3.50 US bu−1 ($154 Mg−1).

All fields shaded green in the SPIC are user populated. Individual soils data are 
entered on worksheets “SOIL_1….SOIL_10” while field values and individual soil 
values from BESS are entered on the “Summary” worksheet. Results are summa-
rized in two worksheets (Summary & Summary_GIS). The “Summary” work-
sheet provides results by soil MU, BESS yield values, and an overall field production 
and energy summary. The “Summary_GIS” worksheet provides results by soil 
mapping unit, which can be joined to spatial data for mapping and spatial analysis. 
In this exercise, these data will be joined to an ESRI® shapefile of soil mapping units 
that occur in the area of interest (AOI), sourced from WSS.

24.3.1  imPortant tiPs For using the Pi WorkBook

• All “green” shaded fields are populated by the user; leave these fields blank 
if there is no data.

• Use abbreviations provided on the worksheet(s) for soil textures.
• Area values may be obtained from WSS or results from spatial analysis of 

actual site-collected spatial data.
• Maintain a blank copy of the workbook, saving populated workbooks 

under another name. The data CD that accompanies this book has a blank 
workbook (Ch_24_PI_Model.xls) and one populated with data used in this 
excercise (Ch_24_PI_Model_Key.xls).

• Data cleared using the “Clear” command cannot be recovered if the work-
book is saved.
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24.3.2  retrieving data From WeB soiL survey and PoPuLating sPic

Before proceeding, copy the entire “X:\Chapter_24” (X:\ is the CD/DVD drive) 
folder to the root directory of your hard drive (C:\Chapter_24). Important: Failure 
to save example data to the proper location will complicate following the proce-
dures described below. WSS datasets are delivered via e-mail, cued by accessing an 
Internet data server at an address provided in an e-mail sent to the user. The WSS 
uses an Internet map server as an interface to aggregate tabular data, and display 
user-defined map layers, Figure 24.1 illustrates the WSS environment.

We recommend calibrating your screen to the map scale to achieve maximum 
functionality of the interface. Screen calibration is performed as follows:

 1. Open your web browser and navigate to the WSS (http://websoilsurvey.nrcs.
usda.gov/) and click “Start Web Soil Survey.”

 2. Click the Scale button; a dialog box opens with instructions for screen 
calibration.

 3. Placing a ruler on the screen, adjust the bar to 1 in. and click OK.

The PI model found on the accompanying CD requires several soil characteristics 
in order to complete the algorithm (Table 24.1).

Begin data retrieval from WSS by selecting the AOI. In this example, the 
field of interest (AOI) is located in Lake County, South Dakota, section 26, 
township 107N, range 53W, of the Fifth Principle Meridian. Using what was 
learned in Section 5.3, gather the necessary information to populate fields in the 

FigurE 24.1  Illustration of WSS environment.
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SPIC. Area (acres) results may be slightly different depending on the accuracy 
and similarity of AOI delineation.

 1. Under Quick Navigation, select PLSS (Section, Township, Range) and 
select “South Dakota” from the State: combo box.

 2. Select “Fifth Principle” from the Principle Meridian combo box.
 3. Enter “26,” “107,” “53” in the Section, Township, and Range input boxes, 

respectively.
 4. Select the North and West radio buttons for Township and Range, 

respectively.
 5. Click View. The map window should zoom to a scale of ≈1:10,000, show-

ing an aerial image of section 26. The AOI for this example will be the east 
½, northwest ¼, section 26, township 107N, range 53W. Note that in this 
example the field appears light brown, indicating that the field as shown 
may be a harvested small grain field.

 6. Select the field as the AOI by clicking the Select AOI by Polygon tool. 
Begin the polygon by clicking a mark in the northeast corner of the north-
west quarter of section 26. Continue the polygon by marking the north-
west corner. Continue along the west border of the field marking vertices 
to trace the outline of the irregular shape of the west border until reaching 
the southwest corner, click a mark. Continue to the southeast corner, close 
the polygon by double clicking a mark in the southeast corner of the field. 
Figure 24.2 shows selection of the AOI.

taBlE 24.1
Parameters required for the SPic

Parameter worksheet variable unit

MU namea MU name —

Number of horizonsa Number of horizons —

MU symbola MU symbol —

Horizon depth (bottom)a Depth (in.) Inches

AWCa PAWHC Inches/inch

Bulk densitya BD g cm−3

Soil pHa pH —

Hydrolic conductivitya Ksat Micrometer per second (μm s−1)

Percent claya Clay% Percent (%)

Percent passing #200 sievea Passing 200 Percent (%)

Maximum ideal yieldb MAX Ideal YD Bushel per acre (bu ac−1)

Cropc Crop —

Value of cropc Value (bu) U.S. dollars bushel−1 ($ bu−1)

Area of soil MUa Area (square feet) Square feet (ft2)

a Values obtained from WSS.
b User-defined value based on county average or proven yields.
c User-defined values.
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 7. The AOI selection can be re-delineated by clicking the “Clear AOI” button, 
and beginning the process over.

 8. Click on the “Soil Map” tab on the top left corner of the WSS. The map will 
now show polygons of soil MUs occuring in the AOI, there should be nine 
total soil MUs (see Figure 24.3).

FigurE 24.2  AOI selection in WSS.

FigurE 24.3  AOI with soil MUs shown in the WSS environment.
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The WSS provides the option of retreiving spatial and tabular data for the AOI. 
This exercise will use spatial data in the form of a ESRI® shapefile in later proce-
dures. Use the following procedure to retreive the shapefile:

 1. Click Download Soils Data near the top left portion of the WSS.
 2. Clear the check marks from the boxes next to “Tabular Data” and “Template 

Database.”
 3. Make sure there is a check mark in the box next to “Spatial Data.”
 4. Select “Geographic Coordinate System (NAD-83)” below “Select Spatial 

Coordinant System.”
 5. Enter your e-mail address in the input box next to “Email Address.”
 6. Click Download, an alert will appear noting your position in que and that 

an e-mail with a link for downloading the data will be sent to the e-mail 
address indicated.

Other data provided by the WSS is used to populate the MS Excel™ workbook to 
calculate PIs for individual soils considering the impact of erosion. For the purpose 
of this exercise, soils with slopes greater than 0%–2% will be assumed to likely 
erode. Estimated PI values, yields, and production for indivdual soils and the field in 
the AOI are calculated by the SPIC using the following procedure:

 1. Navigate to “C:\Chapter_24\PI_Workbook” and open the SPIC workbook 
(Ch24_PI_Model.xls). Note: this workbook is included on the CD included 
with this book and should have been copied to your computer.

 2. Upon opening the SPIC, you will note that there are worksheets for up to 10 
soils, this exercise will use 9. You will also note that some cells are shaded 
green, this indicates fields that are user populated. For the most part, data 
for these fields will be obtained from WSS and BESS.

 3. Click on the “SOIL_1” tab in the PI workbook to activate the first work-
sheet. Begin by entering the soil name (MU name), in this case “Badus silty 
clay loam,” enter the MU symbol, “Ba.”

 4. In the WSS, click on the MU name to view the “Map Unit Description.” 
Note that Badus silty clay loam occurs at toe-slope positions and has a slope 
of 0%–2%. Therefore, we will assume it is not likely to erode, leave the 
“Likely to Erode” value to the default of “No” in the PI workbook.

 5. Scroll down to “Typical Profile,” enter the number of horizons (Number of 
Soil Layers), lower depth of each horizon (Depth [in]), and USDA texture 
class (USDA texture) using USDA texture abbreviations provided in the 
table on the “SOIL_1” worksheet of the SPIC.

 6. From the table of contents in WSS, it is estimated that Badus silty clay loam 
occurs on 0.4 ac within the AOI. Enter “0.4” in the “Area (Acres)” in the SPIC.

 7. Click the next soil worksheet tab in the PI workbook and repeat steps 3–6 
for each soil in the WSS table of contents.

The “Soil Reports” section of the WSS provides detailed information about each 
soil MU by horizon. Chemical and physical properties of each soil MU are required 
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to estimate PI values and yield for each soil. Use the following procedure to populate 
the remaining parameters in the SPIC.

 1. In WSS, click the “Soil Data Explorer” tab, click the “Soil Reports” tab.
 2. Select “Soil Chemical Properties” from the table of contents.
 3. Clear the check mark next to “Include Minor Soils.”
 4. Click “View Soil Report.”
 5. Scroll down to view the report, enter the representative pH value for each 

horizon of each soil MU. Representative values will need to be calculated 
by dividing the difference of the minimum and maximum values by 2 and 
adding it to the minimum value. For example, horizon 1 (0–14 in.) of Badus 
silty clay loam has a range of pH values of 7.4 − 8.4; 8.4 − 7.4 = 1.0, 1.0/2 = 
0.5, 7.4 + 0.5 = 7.9. Therefore, the representative value would be 7.9. Repeat 
this procedure until all pH values for all horizons are entered. Note that 
more than one soil may appear for complex soil MUs, select properties for 
the dominant component of the soil MU.

 6. Repeat steps 1–5 until all horizons for all soils are entered.

The SPIC requires physical properties as well. These are also retreived from WSS 
by using the following procedure:

 1. Select “Soil Physical Properties” from the table of contents in WSS.
 2. Select “Physical Soil Properties,” clear the check-mark in the box next to 

“Include Minor Soils,” click “View Soil Report.”
 3. Enter representative values for all parameters except for “Passing 200,” some 

may need to be calculated as shown in step 5 of the previous procedure.
 4. Select “Engineering Properties,” clear the check-mark in the box next to 

“Include Minor Soils,” click “View Soil Report,” record “Passing 200” val-
ues for each horizon of all soils.

 5. Refer to Table 24.2 for corresponding WSS and SPIC parameters.
 6. After populating fields for all soils, go to the “Summary” worksheet in the 

SPIC. The “Field Production & Profitability Summary” should resemble 
Table 24.3.

taBlE 24.2
description of corresponding wSS and SPic Soils Parameters

description wSS SPic workbook

Water holding capacitya AWC PAWHC

Bulk densitya Moist bulk density BD

Hydraulic conductivitya Saturated hydraulic conductivity Ksat

Percent claya Clay Clay%

Percent passing #200 sieveb Percentage passing sieve number—(200) Passing 200

a Data source from Soil Physical Properties—Physical Soil Properties.
b Data source from Soil Physical Properties—Engineering Properties.
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24.4   uSing tHE BESS modEl to calculatE 
EnErgy gainS or loSSES

Chapter 2 demonstrates the calculation of net energy gains (or losses), comparing 
nutrient management at two landscape positions using the BESS ver. 2008.3.1.6 The 
BESS model calculates the energy efficiency, greenhouse gas emission, and natural 
resource requirements of a corn to ethanol biofuel production system. This exercise 
will focus on the crop production component of the model assuming material inputs 
and management remains constant between T0 and T1.

Modified representative management (input) parameters of the U.S. Midwest pro-
vided in the BESS model (2-U.S. Midwest Average—UNL.stg) are used to build T0 
and T1 scenarios for each soil MU. BESS uses these scenarios to calculate a biofuel 
production life cycle analysis for each individual soil MU. Results for T0 and T1 can 
be compared using BESS or the SPIC.

Begin by downloading and installing the BESS model using steps 1–3 in Section 
2.4. Additional information is available in the BESS model user’s guide6 available at 
http://www.bess.unl.edu/.

BESS model scenarios (setting files) can be built from scratch or by modifying 
scenarios provided by the BESS model authors. This exercise will use modified man-
agement inputs provided in the BESS model (2-U.S. Midwest Average—UNL.stg) 
and yields for each soil MU calculated by the SPIC for T0 (YLD_BESS_T0) and T1 
(YLD_BESS_T1). Create a model scenario file for T0 and T1 for each soil MU based 
on this scenario assuming a dryland, moldboard production system with no manure, 
potassium, lime, or insecticides applied. BESS model scenario files for each soil MU 
at T0 and T1 are provided on the CD that accompanies this book (C:\Chapter_24\
BESS_Scenarios\). Users are encouraged to create their own scenarios to observe how 
results change with tillage system, material inputs, and yield (Figure 24.4). Create 

taBlE 24.3
Field Production and Profitability Summary

crop corn

Crop value ($US bu−1) $3.50

Total area (ac)  96

Field average yield (bu ac−1)  160

Average PI, T0  0.79

Average PI, T1  0.75

Average yield, T0 (bu ac−1)  160

Average yield, T1 (bu ac−1)  151

Average yield difference, T1 – T0 (bu ac−1) −9

Average partial profit change, T1 – T0 ($US ac−1) −$29.90

Total production, T0 (bu)  17,376

Total production, T1 (bu)  15,909

Total production change, T1 – T0 (bu) −1,467

Net annual partial profit change, T1 – T0 ($US) −$5,135.75
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BESS model scenario files and calculate energy balance and efficiency values using 
the following procedure:

 1. Start the BESS model, click “Start the model” to activate the “Input: 
Operation settings” section. Figure 24.5 shows a completed input scenario.

 2. Click “Open a scenario,” select “-U.S. Midwest Average—UNL.stg” from 
the list.

FigurE 24.4  Completed summary worksheet of SPIC shown in MS Excel™ (ver. 2007) 
environment.

FigurE 24.5  Input operation settings tab of the BESS model showing input parameters for 
Badus silty clay loam, T0, moldboard plow.
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 3. Enter “Badus silty clay loam—T0, Moldboard Plow” in the “Scenario 
description” input box.

 4. Enter “9.5” (Mg ha−1) in the “Corn grain,” input box. This value is found on 
the “Summary” worksheet of the SPIC, under the field “YLD_BESS_T0.”

 5. Set values for “Manure,” “Potassium,” “Lime,” “Insecticides,” and 
“Irrigation water” to “0” in the BESS model.

 6. Under “Fuel Consumption” mark the radio button next to “By field opera-
tion,” select “Moldboard Plow” in the combo box next to “Diesel use by 
tillage type.”

 7. Click “Settings” in the upper left corner of the BESS model, select “Save 
operation settings…” Navigate to “C:\Chapter_24\BESS_Scenarios,” enter 
“Ba_T0_MP” in the “File name” input box, click “Save.” Note that sce-
nario files have been created, names include the soil MU symbol (Ba), indi-
cate time step (T0), and tillage system (MP), separated by “_” (underscore). 
Avoid the use of spaces in file naming, substitute underscores for spaces. To 
avoid overwriting scenario files, create a subfolder or modify the file name.

 8. Click “Compute,” an output summary appears summarizing crop produc-
tion results (Figure 24.6).

 9. Click the “Output Individual Scenarios” tab, record the “Energy Use Rate” 
(1027 MJ Mg−1) from BESS, in the “E_USE_T0” field of the “Summary” 
worksheet in the SPIC.

 10. Click on the “LC analysis” tab in BESS (Figure 24.7), enter the “Net 
energy yield” and “Net energy ratio output:input” values from BESS in the 
“E_YLD_T0” and “E_EFCY_T0” fields, respectively for Badus silty clay 
loam in the “Summary” worksheet of the SPIC.

FigurE 24.6  BESS model crop production output summary sheet showing Badus silty 
clay loam, T0, moldboard plow simulation results.
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 11. Repeat the above procedure to calculate values for “E_YLD_T1” and 
“E_EFCY_1,” editing the “Scenario description” and “Corn grain (dry mat-
ter), Mg ha−1” values, save scenario file as “BA_T1_MP.”

 12. Repeat the above procedure for all soil MUs at T0 and T1.

24.5  uSing arcgiS™ to crEatE FiEld-ScalE maPS

Up to this point, the impacts of erosion on crop yield, profitability, energy production, 
and energy efficiency have been demonstrated. Field-scale erosion can be reduced to 
acceptable levels by implementing precision conservation efforts. Essentially, preci-
sion conservation implements conservation practices specifically designed for indi-
vidual areas in a field. A geographic information system is a tool that can be used to 
spatially depict the impact of erosion on productivity and energy efficiency; targeting 
areas in the field where conservation efforts may have the greatest impact. A field-
scale map of productivity or energy parameters calculated in this exercise can be 
created based on soil MU using the following procedure:

 1. Open the e-mail received from WebSoilSurveyReports@ftc.usda.gov, click 
the link to the USDA-WSS ftp server, click “Save” when prompted by the 
“File Download” dialog box.

 2. Navigate to “C:\Chapter_24\ArcGIS\wss_data”, click “Save.”
 3. Click “Start” in MS Windows, select “My Computer,” navigate to 

“C:\Chapter_24\ArcGIS\wss_data,” extract compressed file using a  typi-
cal file compression software, extracting all files and subfolders to 
“C:\Chapter_24\ArcGIS\wss_data.”

 4. After extraction, notice that a new folder has been created.

FigurE 24.7  BESS model life cycle analysis (LC analysis) summary report for simulation 
of Badus silty clay loam, T0, moldboard plow.
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 5. Start a session of ArcMap™, select “File” from the menu bar, click “Add 
Data,” navigate to “C:\Chapter_24\ArcGIS\wss_datawss_aoi_2010-01-
19_12-54-32spatial.”

 6. While holding the “Shift” key down, select “aoi_a_aoi.shp” and “soilmu_a_
aoi.shp,” click “Add.”

 7. The spatial data was requested from WSS as a ESRI® shapefile with a geo-
graphic coordinate system that does not have distance values associated 
with it. Therefore, these data will need to be projected to a coordinate sys-
tem with distance values.

 8. Open ArcTools by clicking on the toolbox icon, expand “Data Management 
Tools,” expand “Projections and Transformations,” expand “Feature,” select 
“Project,” the “Project,” dialog box appears.

 9. In the “Input Dataset or Feature Class” combo box, select “soilmu_a_aoi.” 
Click the folder icon next to the “Output Dataset or Feature Class” input 
box and navigate to “C:\Chapter_24\ArcGIS\Shapefiles\,” enter “fld_soils” 
in the name input box, click “Save.”

 10. Click the icon next to the “Output Coordinate System” input box, the 
“Coordinate System” dialog box appears.

 11. Click “Select” in the “Coordinate System” dialog box, select “Projected 
Coordinate Systems,” select “Continental,” select “North America,” select 
“USA Contiguous Albers Equal Area Conic.prj,” click “Add.”

 12. Click “Modify,” choose “Foot” in the “Linear Unit:, Name” combo box, 
click “Ok.”

 13. Click “Ok” to set the coordinate system, click “Ok” to create a projected 
shapefile stored in the defined location.

 14. Repeat the procedure above to project the “aoi_a_aoi” theme, naming it 
“fld_bnd.”

 15. After projecting both shapefiles, click the “Page” icon in the upper left cor-
ner to create a new map, click “No” when asked if you want to save the 
current map.

 16. Add both projected shapefiles to the new map, by clicking “Add Data,” nav-
igating to “C:\Chapter_24\ArcGIS\Shapefiles\,” hold the shift key down, 
select “fld_bnd.shp”; “fld_soils.shp,” click “Add.”

The next part of this exercise involves joining data from the SPIC to spatial data 
in ArcMap™. ArcMap™ is a fully functional relational database allowing users to 
directly join spatial data with tabular data that can be used as attributes for spa-
tial map features. ArcMap™ is fully compatible with Microsoft applications such 
as Excel™, Access™, and SQL™. Before joining and symbolizing soils data, we will 
create symbology for the field boundary (fld_bnd) using the following procedure:

 1. Click the “Add Data” icon, navigate to “C:\Chapter_24\PI_Workbook\,” 
select the SPIC MS Excel™ workbook (Ch24_PI_Model.xls), select the 
“Summary_GIS” worksheet (Summary_GIS$), click “Add.” IMPORTANT; 
If using MS Excel ver. 2007, SPIC must be saved as a MS Excel 97–2003 
workbook. Note that the ArcMap™ table of contents appears different as the 
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“Source” tab is now activated. When the table of contents is in “Source” 
mode, paths to data are shown in headings above feature classes. Click 
“Display” to return to “Display” mode, which is more compact.

 2. Double click the “fld_bnd” feature class to activate the “Layer Properties” 
dialog box.

 3. Click “Symbology,” click “Symbol,” select “Hollow” from the symbol 
selector, increase outline size to “2,” click “Ok,” click “Ok.” A map of the 
field with soil MUs shown in all one color should appear (Figure 24.8).

A join or relationship connects one dataset to another using a common field. 
Fields do not need to have the same name but must have a unique identifier to base 
the join or relationship on. Join data from the SPIC (Summary_GIS$) to the spatial 
dataset (fld_soils) using the following procedure:

 1. Double click the “fld_soils” feature class to activate the “Layer Properties” 
dialog box, click “Joins and Relates,” click “Add” to activate the “Join Data” 
dialog box.

 2. Select “MUSYM” in the combo box to define the field in “fld_soils” that 
the join will be based on.

 3. Select “Summary_GIS$” from the combo box in step 2 of the “Join Data” 
dialog box.

FigurE 24.8  Map rendering of field boundary (fld_bnd.shp) and soil MU (fld_soils.shp) 
map feature classes.
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 4. Select “MUSYM” in the combo box to define the field in the “Summary_
GIS$” worksheet to base the join on. Click “Ok,” click “Ok.”

 5. Right click on the “fld_soils” feature class, select “Open Attribute Table,” 
note that data from the PI workbook (Summary_GIS$) has been joined to the 
“fld_soils” feature class and appears in the attribute table. Save the ArcMap™ 
project as “C:\Chapter_24\ArcGIS\Ch_24.mxd.” Notice that a completed 
ArcMap™ project has been provided in this folder (Ch_24_key.mxd).

In this next procedure, a map of change in ethanol yield is created. There are a 
number of different maps that can be created that will depict the spatial variabil-
ity of crop yield, partial profitability, production, energy yield, energy efficiency, 
energy production, and the change in each of these parameters due to erosion. 
Some example map features have been created and provided as ESRI® layer files 
(C:\Chapter_24\ArcGIS\Layers\). These and other layers can be created using the 
following procedure.

 1. Double click the “fld_soils” layer to open the “Layer Properties” dialog 
box.

 2. Click the “Symbology” tab, select “Categories,” “Unique Values.”

Change in ethanol yield (US gallons/acre)
–33
–30
–20
No change

FigurE 24.9  Map rendering of field boundary (fld_bnd.shp) and soil MU (fld_soils.shp ↔ 
Ch24_PI_Model.xls, GIS_Summary$, ETOH_YLD_CHG) symbolized to depict spatial 
variation of change in ethanol yield (U.S. gallons? ac−1 due to erosion).
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 3. Select “ETOH_YLD_CHG” in the “Value Field” combo box, click “Add 
All Values.”

 4. Unique values are selected as we are working with very little data. Click in 
the “Label” field for each value and round values to the nearest gallon for 
labeling, set “0” to “No Change.” Edit the “<Heading>” label in the same 
manner, changing it to “US Gallons/acre.”

 5. Uncheck, “all other values.”
 6. Select an appropriate color ramp for the symbology, click “Apply.” Map 

provided in the example ArcGIS™ project (Ch_24_key.mxd) is symbolized 
using gray-scale and crosshatching for “No Change” (Figure 24.9).

 7. Click the “General” tab, enter “Change in Ethanol Yield,” click “Apply,” 
click “Ok.”

 8. This procedure can be used to map other data generated by the SPIC. Note 
that other methods for defining symbology may need to be used.

24.6  concluSion

This simple scenario selects one 97 ac (240 ha) field with complex slopes as an 
example to demonstrate how erosion can impact production and energy aspects of a 
cropping system. The analysis assumes worst-case erosion scenario as SPIC calcu-
lates a PI value at T1 based on removing the top layer of soil; assumed to be the first 
soil layer. Results from the energy analysis are conservative estimates as material 
inputs (fertilizer, manure, etc.) are kept constant between T0 and T1. However, these 
results demonstrate that the use of corn for biofuel production adds another facet to 
the importance of sustainable crop production.

Loss of top soil is predicted to lead to an overall field production loss of nearly 
1500 bu annually; equating to annual partial profit loss of over $5000 (Table 24.3). 
The BESS predicts that energy use rate increase of 42 MJ Mg−1 as yield declines 
(Table 24.4). Overall field average yield declined by 9 bu ac−1 equating to a loss of 
23 gal EtOH ac−1 annually. On an annual basis, simulation results suggest that ero-
sion would increase crop production energy use by 42 MJ Mg−1 and with an overall 
field loss of 176,208 MJ equating to a loss of ≈2,200 gallons of ethanol (80 MJ gal 
EtOH−1).6

Mapping results of this simulation provides an indication of spatial variability 
and expanse across the landscape. The map in Figure 24.8 depicts spatial variability 
and expanse of the change in ethanol yield across the study field. Areas that are most 
impacted by erosion show the greatest decline in ethanol yield making them prior-
ity areas for considering investment in conservation practices, precisely placing and 
designing practices to realize the greatest return.

This chapter focuses on erosion but is only one facet of sustainable agricultural 
production. Tillage system, and SOC, residue, water, and pest management are 
among other considerations for designing a sustainable cropping system. As the bio-
fuels industry evolves and demand for biofuels increases, energy efficiency of crop 
production is likely to become more important.
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