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Preface
Digital	image	processing	mainly	focuses	on	the	research	of	signal	processing,
such	as	image	contrast	adjustment,	image	coding,	image	denoising	and	filtering.
It	is	different	that	Image	analysis	emphasizes	describing	images	with	symbolic
representations,	analysis,	interpretation,	and	recognition.	Along	with	the	boom	in
artificial	intelligent	and	deep	learning,	digital	image	processing	is	going	deeper
and	more	advanced.	People	start	the	researches	in	simulating	the	human	vision
to	see,	to	understand,	and	even	to	explain	the	real	world	using	three	techniques:
image	segmentation,	image	analysis,	and	image	understanding.	The	Image
segmentation	is	to	extract	the	features	such	as	the	edges	and	regions	for	image
analyzing,	recognition,	and	understanding.	Image	analysis	is	to	extract	intelligent
information	from	underlying	features	and	their	relationship	using	mathematical
models	and	Image	processing	techniques.	Image	analysis	and	image	processing
are	closely	related.	Although	there	may	be	a	certain	degree	of	overlapping,	they
are	different	in	essence.	Therefore,	image	analysis	is	more	related	to	pattern
recognition	and	computer	vision.	It	is	generally	used	to	analyze	the	underlying
features	and	superstructures	by	some	mathematical	models.	The	researches	of
image	analysis	are	mainly	focused	on	content-based	image	retrieval,	face
recognition,	emotion	recognition,	optical	character	recognition,	handwriting
recognition,	biomedical	image	analysis,	video	object	extraction.	The	Image
understanding	is	to	further	understand	the	meanings	and	scenario	explanations
by	researching	the	properties	and	relations	of	the	features	and	objects.	The
objects	for	image	understanding	are	symbols	from	description;	the	process	is
similar	to	human	brain.

Corresponding	to	image	analysis,	video	analysis	is	to	analyze	the	video
frames	of	surveillance	camera	using	computer	vision	techniques.	It	is	also	able
to	filter	the	background	such	as	wind,	rain,	snow,	fallen	leaves,	birds,	and
floating	flags.	It	is	so	called	object	tracking	in	complex	background.	Due	to	the
variant	illusion,	motion,	occlusion,	color,	and	complex	background,	the
difficulty	of	object	detection	and	tracking	algorithm	design	is	increased.

The	steps	in	image	and	video	analysis	mainly	include	segmentation,
classification,	and	explanation.	The	classification	process	normally	extracts	the
features	by	SIFT	and	LBP.	With	the	use	of	deep	learning	techniques,	people	start
using	deep	feature	by	extracting	automatically	for	image	classification,	scenario
classification,	and	behaviors	analysis.

Our	purpose	in	writing	this	book	is	to	present	advanced	applications	in	image
and	video	processing.	We	believed	that	this	book	is	distinguished	from	other
MATLAB-based	fundamental	textbooks	which	only	introduces	the	basic



MATLAB-based	fundamental	textbooks	which	only	introduces	the	basic
functions	such	as	the	transform,	enhancement,	restoration,	coding,	and	resizing
of	image.	Our	book	emphasized	the	advanced	applications	such	as	image
dehazing	correction,	image	deraining	correction,	image	stitching,	image
watermarking,	visual	object	recognition,	moving	object	tracking,	dynamic	scene
classification,	pedestrian	re-identification,	behavior	analysis	with	deep	learning,
and	so	on.

The	book	is	divided	into	three	parts:



Part	I:	The	Basic	Concepts
Chapter	1	briefly	introduces	the	fundamental	principles	including	the	analysis
techniques:	scene	segmentation,	feature	description,	and	object	recognition.
There	are	also	some	summaries	about	examples	of	advanced	applications,	such
as	image	fusion,	image	inpainting,	image	stitching,	image	watermarking,	object
tracking,	and	pedestrian	re-identification.

Chapter	2	introduces	the	functions	of	MATLAB	toolboxes	for	image	and
video	processing.

Chapter	3	presents	the	image	and	video	segmentation	methods	of	threshold,
region-based,	partial	differential	equation,	clustering,	graph	theory,	and
cumulative	difference-based	motion	region	extraction.

Chapter	4	presents	the	feature	extraction	and	representations,	which	includes
Harris	corner	detection,	SUSAN	edge	detection,	the	point	feature	detection
algorithm	SIFT	and	SURF.



Part	II:	Advances	in	Image	Processing
This	part	includes	the	image	processing	techniques	such	as	image	correction,
image	inpainting,	image	fusions,	image	stitching,	image	watermarking.

Chapter	5	firstly	introduces	three	filters	for	image	denoise	and	blurred
functions.	Then,	it	mainly	introduces	the	correction	techniques	of	image
dehazing,	image	deraining,	and	text	image	feature	correction.

Chapter	6	presents	the	image	inpainting	techniques	including	the	principle,
structure,	algorithm,	and	some	example	codes.

Chapter	7	firstly	introduces	the	fusions	types	and	their	schemes	and	then
mentioned	a	very	important	method:	wavelet	transform	for	image	fusion.
Finally,	it	discusses	the	evaluation	of	image	fusion	objectively	and	subjectively.

Chapter	8	introduces	the	image	stitching	techniques	such	as	region-based,
feature-based,	and	feature	point	method.	The	SIFT	and	Harris	corner	detection
algorithms	are	also	introduced	in	this	chapter.

Chapter	9	briefly	introduces	the	image	watermarking	in	three	different
transforms	which	are	spatial-domain-based,	DCT-based	and	DWT-based
watermarking	techniques.

Chapter	10	introduces	the	object	recognition	techniques	including	face
recognition,	facial	expression,	and	image-to-character	extraction	and
recognition.



Part	III:	Advances	in	Video	Processing	and	then	Associated
Chapters
Chapters	11	–	14	mainly	introduce	the	video	processing	techniques	of	moving
object	tracking,	dynamic	scene	classification	based	on	TMBP,	behavior
recognition	based	on	LDA	topic	model,	person	re-identification	based	on	metric
learning,	lip	recognition	instance	based	on	deep	learning	model,	and	deep	CNN
architecture	for	event	recognition.

Chapter	11	introduces	the	object	tracking	techniques	using	Gaussian	mixture
model	for	background	detection,	and	the	RANSAC	for	feature	points	tracking.
Further	extend	the	mean-shift	object	tracking	algorithm.

Chapter	12	introduces	the	dynamic	scene	classification	and	discusses	the
TMBP	and	LDA	models	for	the	classification.

Chapter	13	presents	a	person	re-identification	method	by	using	the	image
understanding	technique.

Chapter	14	presents	the	deep	learning	in	image	and	video	understanding.
For	the	convenience	of	the	readers	to	evaluate	the	performance	of	the

algorithms,	we	also	give	the	common	evaluation	criteria	in	the	appendix.
This	book	is	written	by	Shengrong	Gong,	Chunping	Liu,	Yi	Ji,	Baojiang
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Technology	and	Soochow	University.	We	appreciate	the	support	of	National
Natural	Science	Foundation	of	China	(NSFC	Grant	No.	61170124,	61272258,
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Science	and	Education	(Grant	No.	2017B03112),	Provincial	Natural	Science
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Abstract
In	this	chapter	we	introduce	some	basic	concepts	and	terminology	about	digital
image	and	video	analysis.	Then	some	example	applications	are	listed.

1.1	 Basic	Concepts	and	Terminology
1.1.1	 Digital	Image	and	Digital	Video
The	digital	image	can	be	understood	as	a	matrix	obtained	by	a	two-dimensional
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function	sampling	f	and	quantization	of	the	sampled	results.	The	resulting	digital
image	is	usually	represented	by	a	two-dimensional	matrix.

Sampling	is	the	discretization	of	an	image	according	to	the	spatial	coordinate
of	each	pixel,	which	determines	the	final	spatial	resolution.	As	shown	in	Fig.	1.1,
it	first	uses	some	grids	to	cover	the	analog	image,	and	then	averages	the
brightness	of	each	cell.	Or	it	directly	takes	the	value	at	each	intersection	as	the
value	of	one	grid.	In	this	way,	an	analog	image	is	discretized	by	representing	the
value	of	each	grid	as	a	digital	number.	This	grid	is	called	sampling	grid,	and	it
defines	the	width	and	height	of	the	final	image	after	sampling	and	quantization.
Each	element	of	the	obtained	digital	image	is	a	discrete	value	which	is	usually
called	a	pixel.

Fig.	1.1 	Structure	of	grid	and	sampling	method

Let	the	numbers	of	a	row	and	column	be	M	and	N,	then	the	size	of	an	image
is	 .	The	pixel	values	constitute	a	real	matrix	with	the	size	of	

which	can	be	represented	as

(1.1)
The	conversion	of	pixel	value	from	analog	to	the	discrete	amount	is	called	the
quantization,	which	determines	the	final	amplitude	resolution	of	the	image.
There	are	two	ways	of	quantizing	grayscale	values,	one	is	equidistant
quantification,	and	the	other	is	non-equidistant	quantification.	Non-equidistant



quantification,	and	the	other	is	non-equidistant	quantification.	Non-equidistant
quantization	is	usually	performed	based	on	the	probability	density	function	of
pixel	value	distribution	and	the	principle	of	minimum	quantification	error.
Specifically,	this	means	we	need	to	set	small	quantization	interval	for	the
grayscale	values	appear	frequently	in	the	image,	while	set	larger	intervals	for
pixels	rarely	appear.	Due	to	the	probability	distribution	functions	of	grayscale
values	differs	on	different	images,	it	is	impossible	to	find	an	optimal	non-
equidistant	quantification	scheme	for	all	images.	Therefore,	equidistant
quantification	is	more	widely	used	in	practice.

Figure	1.2	shows	an	example	of	an	image	scaled	to	256	gradations	evenly.
Figure	1.2a	is	the	whole	image	quantized	with	256	grayscales,	Fig.	1.2b	is	a
subgraph	of	16 × 16	pixels	cropped	from	Fig.	1.2a,	c	is	the	corresponding
quantized	data.

Fig.	1.2 	An	example	of	image	quantization

When	the	number	of	quantization	levels	is	a	constant,	the	more	sampling
points	of	the	image,	the	better	quality	it	has.	When	the	number	of	sampling
points	decreases,	the	block	effect	on	the	graph	becomes	more	obvious.	Similarly,
when	the	number	of	sampling	points	is	constant,	the	more	quantization	levels,
the	better	image	quality	it	has.	When	the	number	of	quantization	stages
decreases,	the	image	quality	will	be	worse.

Video	is	the	dynamic	form	of	static	images.	In	other	words,	the	video	is
composed	of	a	series	of	static	images	in	a	certain	order,	and	each	image	is	called
a	‘frame’.	These	frames	are	continuously	projected	onto	the	screen	at	a	constant
speed,	resulting	in	a	dynamic	effect	due	to	the	presence	of	visual	persistence.
Similar	to	the	image,	video	can	also	be	categorized	into	analog	and	digital.



The	standard	of	video	signals	in	the	process	of	generation,	transmission,	and
display	is	called	system.	Common	systems	include	NTSC,	PAL,	and	SECAM.	In
the	PAL	color	TV	system,	YUV	color	space	is	adopted	where	Y	represents	the
brightness	signal,	U	and	V	represent	the	color	difference	signals.	The	computer
displays	images	in	the	RGB	color	space,	and	it	requires	the	color	components	of
YUV	to	be	converted	to	RGB	values	first.	The	conversion	formulas	are	as
follows	[1,	2]:

(1.2)
Since	the	human	eyes	are	less	sensitive	to	color	than	to	brightness,	the

sampling	frequency	of	the	color	difference	signals	can	be	lower	than	the
luminance	signal	to	reduce	the	data	size.	Let	Y:U:V	represent	the	sampling	ratio
of	Y,	U,	and	V,	in	practice	the	digital	video	sampling	ratios	include	4:1:1,	4:2:2,
4:4:4,	and	the	format	of	4:2:2	is	recommended	by	ITU-R.1	In	this	case,	the	color
difference	signal	takes	half	of	the	sampling	frequency	of	the	luminance	signal.

Similar	to	the	quantization	of	digital	images,	video	quantization	also	requires
discretizing	the	continuous	pixel	values,	and	the	quantization	rate	determines	the
dynamic	range	of	the	system.	With	higher	bit	rate	the	digital	video	will	be	of
high	quality,	but	it	needs	more	storage	space	and	streaming	bandwidth	in	turn.

The	bit	rate	of	digital	video	is	determined	by	the	frame	rate	 ,	frame	height	

,	frame	width	 ,	and	the	total	bits	of	a	pixel.	For	example,	if	we	use	(R,	G,

B)	color	space	and	8	bits	per	channel	to	represent	PAL	standard	color	digital
video	(the	frame	rate	is	 	frames	per	second),	the	frame	size	is	0 = 576

and	 ,	then	the	bit	rate	is	 .

1.1.2	 Image	Processing
Image	processing	refers	to	the	technique	of	performing	a	series	of	operations	on
an	image	to	achieve	some	desired	purposes	[1–3].	It	can	be	divided	into	two
types:	analog	image	processing	and	digital	image	processing.

Analog	image	processing	is	to	process	analog	images	by	using	optical,
photographic	and	electronic	methods.	The	earliest	image	processing	is	the	work
regarding	of	the	light,	such	as	using	magnifier	and	microscope	to	magnify



objects.	Due	to	the	fast	processing	performance	of	the	optical	imaging,	many
military	and	astronautics	processing	still	use	optical	analog	processing
nowadays.	In	addition	to	its	solid	theoretical	foundations,	the	optical	image
processing	has	the	advantages	of	high	speed,	large	capacity,	and	high	resolution.
There	are	also	some	disadvantages,	such	as	the	low	processing	precision,	poor
stability,	bulky	equipment,	and	inconvenient	operation.	Because	the	processing
is	achieved	by	optical	devices	such	as	lens	and	prisms,	we	have	to	afford	for	a
long	time	to	design	and	manufacture	them,	and	the	accuracy	cannot	be
guaranteed	[1,	4,	5].

Different	from	analog	image	processing,	the	digital	image	processing	utilizes
computer	technologies	to	obtain	some	expected	results.	Generally	speaking,
computer	image	processing	and	digital	image	processing	can	be	regarded	as
synonyms.	Sometimes	digital	image	processing	is	also	referred	as	image
processing.	In	this	book,	“image	processing”	means	“digital	image	processing”
unless	specified.

The	image	processing	can	be	roughly	divided	into	three	categories,	narrow
sense	of	image	processing,	image	analysis,	and	image	understanding.	In	its
narrow	sense,	image	processing	emphasizes	the	transformation	of	images,	which
is	a	process	from	image	to	image	on	a	lower	level.

Let	 	represent	the	source	image,	 	be	processed	image,	and	

be	the	processing	operation,	then	the	narrow	sense	image	processing	can	be
described	as:

(1.3)

1.1.3	 Image	Analysis
The	image	analysis	mainly	aims	to	detect	and	measure	the	objects	of	interested
in	the	digital	image,	in	order	to	create	specific	descriptions.	It	is	also	known	as
scene	analysis	or	image	understanding	[6].	Its	content	can	be	divided	into	several
parts,	such	as	feature	extraction	[7],	object	description	[8],	target	detection	[9],
scene	matching	and	recognition	[10].	It	is	a	process	from	an	image	to	values	or
symbols,	which	generates	some	non-image	descriptions	or	representations	by
extracting	useful	data	or	information	first.	The	data	here	may	be	the	result	of	the
target	feature	measurement,	or	the	symbolic	representation	based	on	the
measurement.	They	describe	the	characteristics	and	features	of	the	target	in	the
image.	Thus,	image	analysis	is	also	referred	to	middle-level	processing.

The	image	analysis	is	not	only	for	image	region	classification	but	also	for
complex	image	description	in	the	variant	and	unseen	scenes.	To	“understand”



complex	image	description	in	the	variant	and	unseen	scenes.	To	“understand”
the	circumstantial	fact	of	an	image,	the	description	needs	to	be	more	intelligent
as	a	human	being	in	logical	inference,	thinking	and	associating	with	the
cognition	in	the	objective	world	instead	of	simply	represented	in	symbols.
Therefore,	image	analysis	relies	on	some	algorithms	to	identify	the	relationships
among	objects	and	the	background	in	the	scene	of	an	image.

Image	analysis	and	image	processing	are	closely	related,	although	there	may
be	some	conceptual	overlaps	between	them,	they	are	different	in	essence.	Image
processing	mainly	focuses	on	the	research	of	signal	processing,	such	as	image
transmission,	storage,	enhancement	and	restoration.	While	image	analysis
emphasizes	describing	images	with	symbolic	representations,	and	it	also	uses	a
variety	of	background	knowledge	for	reasoning,analysis,	interpretation,	and
recognition.	Therefore,	image	analysis	is	more	related	to	pattern	recognition	and
computer	vision,	and	it	is	generally	used	to	analyze	the	underlying	features	or
the	relationships	between	objects,	by	some	mathematical	models.	Image
understanding	includes	three	levels:	low-level	image	primitives	such	as	edges,
texture	elements,	or	regions;	intermediate-level	includes	boundaries,	surfaces
and	volumes;	and	high-level	includes	objects,	scenes,	or	events.	For	example,	in
image-to-sentence	conversion,	it	first	extracts	the	features;	then	uses	the
classification	functions	to	label	the	features;	use	the	labels	as	the	words	of	a
sentence.	Finally,	the	system	re-orders	the	words	by	high-level	semantics.	It	is
very	difficult	to	implement	this	function	from	the	features	to	the	sentence
expression.	However,	it	is	easier	to	implement	from	words	to	sentence	by	using
the	classification.	We	call	it	middle	semantics.

Image	analysis	basically	has	the	following	four	stages:

(1) Preprocessing.	The	actual	scene	is	converted	into	a	suitable
form	for	computer	processing.	Sometimes,	the	three-dimensional
scene	is	converted	into	a	two-dimensional	image.

	
(2) Segmentation.	The	objects	in	the	scene	are	recognized	and	decomposed	in

this	phase,	and	this	requires	the	application	of	knowledge	of	the	objective
world.	In	general,	image	segmentation	can	be	considered	as	a	decision-
making	process,	and	its	algorithms	can	be	divided	into	two	categories	of
pixel	technology	and	regional	technology.	The	pixel	technique	uses	the
threshold	method	to	classify	each	pixel.	For	example,	we	can	obtain	the
strokes	of	a	character	image	by	comparing	the	gray	level	with	the	threshold



of	each	pixel.	The	regional	technology	determines	various	components	of
one	image	by	the	texture,	local	area	grayscale	contrast,	and	other
characteristics	such	as	boundaries,	lines,	regions,	etc.

	
(3) Recognition.	To	name	or	label	the	objects	which	have	been	segmented	from

the	image,	such	as	pedestrians,	cars,	buildings,	and	so	on	in	natural	scenes.
Generally,	they	are	classified	into	different	categories	with	decision-making
theory	and	structural	methods.	We	can	also	construct	a	series	of	templates	of
known	objects,	and	then	match	the	unknown	objects	with	them	for
identification.

	
(4) Explanation.	To	create	a	hierarchical	structure	using	some	heuristic	methods

or	human-computer	interaction	technologies	for	objects	identification	in	the
scene	and	relationship	description	of	them.	In	the	case	of	a	three-
dimensional	scene,	the	knowledge	about	the	constraints	of	the	objects	in	the
real	world	can	be	utilized.	For	example,	we	can	infer	the	three-dimensional
surface	of	objects	in	an	image	from	the	shadow,	texture	changes	and	the
contour.	According	to	the	distance,	angle,	and	depth	of	field	information,	we
can	obtain	the	description	and	interpretation	of	3-dimensional	objects	in	the
scene.

	
1.1.4	 Video	Analysis
Similar	to	image	analysis,	video	analysis	is	also	a	broad	concept	which	includes
the	tasks	of	visual	object	tracking,	human	action	analysis,	abnormal	behavior
detection,	and	so	on	[11,	12].	Intelligent	video	surveillance	is	an	application	of
video	analysis.	In	intelligent	video	surveillance,	the	users	can	analyze	the
monitored	video	by	presetting	some	alarm	rules	in	different	scenarios.	Once	the
rules	are	violated,	the	system	will	automatically	send	an	alarm.	Due	to	various
noises	in	surveillance	video,	video	analysis	must	have	the	ability	to	filter	the
wind,	rain,	snow,	fallen	leaves,	birds,	floating	flags,	etc.	Usually,	we	can	achieve
this	by	establishing	human	activity	models,	excluding	non-human	interference
factors	and	modeling	backgrounds.

In	real-world	environments,	due	to	the	changes	in	illumination,	the	target
movement	complexity,	occlusion,	color	similarity	between	targets	and
background,	and	background	clutter,	it	is	difficult	to	design	a	robust	algorithm



background,	and	background	clutter,	it	is	difficult	to	design	a	robust	algorithm
for	target	detection	and	tracking.	The	challenges	mainly	reside	in	the	following
aspects:

(1) Background	complexity.	The	changes	in	illumination	may	lead
to	large	variations	in	target	color	and	background	color,	which
usually	results	in	false	detection	and	error	tracking.	Although	using
different	color	spaces	can	reduce	the	impact	of	light	changes,	it
cannot	be	eliminated	completely.	When	the	target	color	is	close	to
the	background,	the	detection	and	tracking	will	be	seriously
affected.	When	the	target	shadow	is	different	from	the	background
color,	it	may	be	classified	as	the	foreground	incorrectly,	which	may
bring	difficulties	to	segmentation	and	feature	extraction	of	the
moving	target.

	
(2) Target	feature	selection.	The	video	contains	a	large	number	of	information

that	can	be	used	for	target	tracking,	such	as	motion,	color,	edge,	and	texture.
However,	the	features	of	the	target	are	generally	time-varying.	Thus	it	is
difficult	to	select	the	most	appropriate	features	to	ensure	the	effectiveness	of
tracking.

	
(3) Occlusion.	When	the	moving	target	is	partially	or	completely	occluded,	or

multiple	targets	occlude	each	other.	The	occlusion	will	affect	the	stability	of
tracking	due	to	the	missing	information	of	the	occluded	part	of	the	target..	In
order	to	reduce	the	ambiguity	caused	by	occlusion,	it	is	necessary	to	deal
with	the	correspondence	between	features	and	target	correctly.

	
(4) The	balance	between	real-time	processing	and	robustness.	As	video	contains

a	lot	of	information,	we	have	to	choose	the	algorithms	that	are	less	time-
consuming	such	that	the	target	tracking	can	meet	the	real-time	requirements.
Robustness	is	another	aspect	that	should	be	considered	in	target	tracking,
which	means	the	algorithm	should	be	applicable	under	complex	background,
light	changes	and	occlusion,	etc.	However,	this	will	in	turn	recur	high
computational	cost.	Therefore,	it	is	a	non-trivial	task	to	balance	the
computational	cost	and	robustness.



	

1.2	 Image	and	Video	Analysis
1.2.1	 Image	and	Video	Scene	Segmentation
Scene	segmentation	is	the	key	step	in	the	image	and	video	analysis,	it	refers	to
divide	image	or	video	sequence	into	some	specific	parts	or	subsets	with	unique
characteristics,	and	then	extract	the	interested	target	[13].	The	purpose	is	to
isolate	a	meaningful	entity	from	image	or	video	sequence.	This	meaningful
entity	is	also	called	an	object,	which	is	the	basis	for	the	extraction,	identification
and	tracking	of	the	interested	target.

In	the	research	of	image	and	video	analysis,	people	tend	to	be	interested	in
only	some	special	parts	which	are	often	called	targets	or	foregrounds	(other	parts
are	called	backgrounds).	These	targets	typically	correspond	to	some	specific,
unique	areas	of	images	or	video	frames.	The	uniqueness	here	can	be	the
grayscale	value	of	the	pixel,	object	contour	curve,	color,	texture,	movement
information,	etc.	Such	uniqueness	can	be	used	to	represent	an	object	as	the
characteristics	between	regions	of	different	objects	usually	change	dramatically.
The	target	can	correspond	to	a	single	region	or	multiple	regions.	To	identify	and
analyze	the	targets,	it	is	necessary	to	isolate	and	extract	them,	such	that	further
identification	and	understanding	can	be	carried	out.

The	segmentation	of	images	or	video	frames	can	be	implemented	in	a	pixel-
wise	way,	or	by	using	some	information	in	the	specified	field.	The	basis	of
image	segmentation	includes	two	important	concepts	called	“similarity”	and
“discontinuity”	in	the	digital	image.	The	so-called	pixel	similarity	means	that	the
pixels	in	one	region	have	similar	characteristics,	such	as	pixel	gray	level	or
texture	formed	by	pixel	arrangement.	The	“discontinuity”	refers	to	the
discontinuity	of	the	pixel	grayscale,	which	forms	a	jump	step	in	values	and	the
mutation	of	texture	structure.

Image	segmentation	is	generally	achieved	by	considering	the	image	color,
grayscale,	edge,	texture,	and	other	spatial	information.	Currently,	image
segmentation	algorithms	can	be	divided	into	two	categories:	structural
segmentation	and	non-structural	segmentation.	Structure	segmentation	methods
are	based	on	the	characteristics	of	the	local	area	of	image	pixels,	including
threshold	segmentation,	region	growing,	edge	detection,	texture	analysis,	etc.
These	methods	assume	that	the	features	of	these	areas	are	known	in	advance	and
they	are	obtained	during	processing.	Non-structural	segmentation	methods



include	statistical	pattern	recognition,	neural	network	methods,	and	the	methods
using	the	prior	knowledge	of	relationships	between	objects.	For	example,	the
snakes	[14]	method	which	uses	active	contour	model	to	segment	objects,	is	a
framework	in	computer	vision	for	delineating	an	object	outline	from	a	possibly
noisy	2D	image.	A	snake	is	an	energy	minimizing,	deformable	spline	influenced
by	constraint	and	image	forces	that	pull	it	towards	object	contours	and	internal
forces	that	resist	deformation.	It	may	be	understood	as	a	special	case	of	the
general	technique	of	matching	a	deformable	model	[9,	15]	to	an	image	by	means
of	energy	minimization.	In	two	dimensions,	the	active	shape	model	represents	a
discrete	version	of	this	approach,	taking	advantage	of	the	point	distribution
model	to	restrict	the	shape	range	to	an	explicit	domain	learnt	from	a	training	set.
The	snakes	model	is	popular,	and	snakes	are	greatly	used	in	applications	like
object	tracking,	shape	recognition,	segmentation,	edge	detection	and	stereo
matching.

Because	there	is	no	temporal	information	in	image	segmentation,	it	cannot	be
used	to	get	satisfactory	segmentation	results	on	video	sequences.	The	efficiency
of	segmentation	algorithms	can	be	improved	by	considering	the	time	correlation
of	video	frames.	Therefore,	video	segmentation	jointly	uses	the	spatial	and
temporal	information	to	achieve	this	goal.

Besides	classical	segmentation	methods	based	on	edge,	threshold,	entropy,
region,	there	are	also	some	methods	using	graph	theory,	clustering,	random
models,	fuzzy	sets,	partial	differentiation,	image	fusion,	etc.

1.2.2	 Image	and	Video	Feature	Description
When	an	image	or	video	sequence	is	segmented	into	objects	and	backgrounds,	a
further	step	is	to	describe	the	characteristics	of	the	scene	with	a	series	of	symbols
or	rules,	and	then	identify,	analyze,	and	categorize	the	descriptions.	This	inspires
the	work	of	feature	engineering	[16].	Image	features	refer	to	its	original
properties	or	attributes.	Some	are	natural	and	can	be	perceived	by	the	vision,
such	as	the	brightness	of	the	region,	edges,	texture	or	color,	etc.	There	are	also
some	artificial	ones	that	need	to	be	transformed	or	measured,	such	as	transform
spectrum,	histogram,	moment,	etc.	In	general,	descriptors	refer	to	a	series	of
symbols	that	are	used	for	describing	the	characteristics	of	an	image	or	video
object.	A	good	descriptor	should	be	insensitive	to	the	target’s	scale,	rotation,
translation,	etc.	Feature	descriptors	generally	fall	into	two	main	types:	global	and
local.

The	global	feature	is	calculated	from	all	the	pixels	of	an	image,	and	it
describes	the	image	as	a	whole.	Commonly	used	features	include	color,	texture
and	shape	features.

Color	features	reflect	the	overall	characteristics	of	a	color	image	or	video



Color	features	reflect	the	overall	characteristics	of	a	color	image	or	video
frames.	An	image	or	video	frame	can	be	approximately	represented	by	its	color
properties.	Compared	with	other	type	features,	the	color	feature	is	less	dependent
on	the	scale,	rotation	angle	and	viewpoint,	thus	has	stronger	stability.	In
addition,	the	calculation	of	color	features	is	generally	simple	and	fast.	According
to	the	relationship	between	color	and	spatial	attributes,	we	can	describe	color
features	by	color	moments,	color	histograms,	color	correlations,	and	so	on.	Color
moments	are	generally	calculated	in	the	RGB	space.	As	most	information	is
associated	with	low	moments	only,	in	practice	we	only	extract	color	moment	of
level-1	to	level-3.	The	color	histogram	describes	the	statistical	properties	of
image	color	distribution.	The	histograms	of	a	color	image	can	be	computed	from
different	color	spaces,	such	as	RGB,	HSV,	Lab,	and	so	on.	The	color	correlation
feature	is	similar	to	the	color	histogram,	but	it	also	considers	spatial	information.
The	color	features	are	essentially	global	properties.	Thus	they	cannot	well
capture	the	local	characteristics	in	image.

The	texture	features	describe	the	surface	properties	of	an	image	or	local
regions.	Unlike	the	color	features,	texture	features	are	not	based	on	pixel;	they
are	obtained	by	statistical	calculations	in	local	regions	that	contain	multiple
pixels.	As	a	statistical	feature,	texture	feature	is	robust	to	rotation	and	noise.
However,	it	also	has	some	drawbacks.	An	obvious	disadvantage	is	that	when	the
resolution	changes,	the	calculated	textures	may	have	large	deviations.	Besides,	it
is	difficult	to	accurately	describe	the	difference	between	different	textures
perceived	by	human	visual	system.	The	texture	features	can	be	divided	into	two
categories:	statistical	methods	and	structural	methods.	The	statistical	method	is
based	on	the	statistical	analysis	of	some	related	properties;	The	structural
method	is	to	find	texture	primitives,	and	then	explore	the	rules	that	they	compose
the	texture	structures.	For	example,	the	forests,	mountains	and	grasslands	in
remote	sensing	images	have	small	texture	and	no	regular	rules.	Therefore	the
statistical	methods	are	generally	used.	For	more	regular	textures,	structural
methods	are	generally	applied.	Among	existing	statistical	methods,	there	are
some	works	that	study	the	statistical	properties	of	the	texture	regions,	some
works	that	study	the	first-order	statistical	properties	of	grayscale	or	other
second-order	or	higher-order	statistical	properties	of	multiple	pixels.	There	are
also	some	works	utilize	models	(e.g.,	Markov	model,	Fractal	model)	to	describe
textures.	The	most	classical	and	commonly	used	methods	of	describing	the
global	texture	feature	mainly	include	the	texture	co-occurrence	matrix
representation,	the	texture	feature	set,	and	the	Gabor	filter	features.

The	shape	feature	describes	the	shape	characteristics	of	the	objects	in	an
image	or	video	frames,	in	which	the	edges	and	regions	are	mainly	described.	The



commonly	used	methods	of	extraction	and	analysis	of	shape	features	include	the
spatial	domain	analysis	of	internal	regions,	the	transformation	analysis,	and	the
shape	characterization	of	regional	boundaries.	The	spatial	domain	analysis
extracts	the	shape	features	from	spatial	domain	in	local	regions	directly,	such	as
Euler	number,	concave	convexity,	distance	and	region	measurement,	etc.

Compared	with	global	features,	local	features	describe	the	local	regions	in	an
image	with	better	uniqueness,	invariability	and	robustness,	and	they	have	the
better	robustness	to	background	clutter,	local	occlusion,	and	illumination
changes.	Local	features	may	be	points,	edges,	or	blobs	in	an	image,	which	have
the	advantages	of	describing	the	characteristics	of	pixels	or	colors	in	local
regions.	Due	to	its	excellent	performance,	local	features	have	attracted	more	and
more	research	attention.	Local	features	have	been	widely	used	in	computer
vision	tasks,	such	as	image	retrieval,	image	registration,	image	recognition,
image	classification,	etc.	In	particular,	some	local	features	with	strong
robustness	to	illumination	and	occlusion	have	been	proposed	in	recent	years,
such	as	Moravec	corner	detector	[17],	Harris	corner	detector	[18],	Smallest
Univalue	Segment	Assimilating	Necleus	corner	detector	(SUSAN)	[19],	Scale
Invariant	Feature	Transform	(SIFT)	[20],	Difference	of	Gaussian	(DOG)
operator	and	Gradient	Location	and	Orientation	Histogram	(GLOH),	Speeded
Up	Robust	Features	(SURF)	[21],	Maximally	Stable	Extreme	Regions	(MSER)
[22],	Local	Binary	Pattern(LBP)	[23],	etc.

1.2.3	 Object	Recognition	in	Images/Videos
The	recognition	ability	of	humankind	is	rather	powerful,	even	with	dramatic
scale	changes,	large	displacement,	and	heavy	occlusion,	people	can	still	identify
the	objects.

In	computer	vision,	image	recognition	mainly	refers	to	the	task	of
recognizing	objects	in	an	image	or	video	sequence	[24].	We	employs	some
computational	models	to	extract	features	from	a	two-dimensional	image	to	form
the	digital	description,	and	then	establish	a	classifier	for	classification	and
recognition.

Classifier	designing	is	the	process	of	optimizing	models	using	the	training
samples,	which	is	also	a	machine	learning	procedure	of	minimizing	the
classification	error	for	all	the	training	samples.	The	purpose	is	to	train	a
classification	model	which	can	automatically	classify	unknown	data	into
specified	classes.	The	classifiers	can	be	divided	into	three	categories:	Generative
Model	(including	probability	density	model),	Discriminative	Model	(decision
boundary	learning	model).	Recently,	the	deep	learning	[25]	based	models	have
been	widely	applied	in	object	recognition	task,	which	can	be	viewed	as	another



category.
Generative	Model	is	also	called	Productive	Model,	which	tries	to	estimate

the	joint	probability	distribution	of	training	samples	(observations)	and	their
labels.	Generative	Model	has	a	flexible	and	clear	hierarchy,	and	the	model	is
interpretive.	The	input	and	output	variables	(and	implicit	variables)	of
Generative	Model	are	represented	by	the	joint	probability	distribution.	These
variables	can	be	discrete	or	continuous,	or	multi-dimensional.	Since	the
generative	model	is	a	distribution	model	for	all	variables,	it	can	be	used	for
classification	or	regression	through	standard	marginalization	and	restricted
operations.	Popular	generative	methods	include:	Gaussian	Mixture	Model
(GMM),	Naive	Bayes	Model	(NBM),	Mixtures	of	Multinomial	Model	(MMM),
Mixtures	of	Experts	System	(MES),	Hidden	Markov	Models	(HMM),	Latent
Dirichlet	Allocation	(LDA),	Sigmoidal	Belief	Networks	(SBN),	Bayesian
Networks	(BN),	Markov	Random	Fields	(MRF),	etc.	For	example,	we	can	learn
the	attributes	from	a	large	number	of	training	samples	via	the	topic	model	(e.g.,
LDA)	and	then	apply	them	to	recognize	different	types	of	human	actions	[26],	or
classify	different	types	of	scenes	by	considering	their	latent	topics	[27].	With	the
foreground	targets	detected	by	the	GMM	[28],	we	can	further	conduct	motion
analysis	or	object	tracking	task.

Discriminative	Model	is	also	called	Conditional	Model,	or	Conditional
Probability	Model.	Compared	with	the	generative	model,	it	is	much	more
straightforward.	During	the	training	phase,	it	tunes	the	parameters	by	the
samples	and	their	classification	labels.	Discriminative	Model	mainly	calculates
the	edge	distribution,	and	its	objective	function	is	directly	related	to
classification	accuracy.	The	objective	is	to	look	for	the	optimal	classification
surface	between	different	categories,	which	well	reflects	the	difference	between
heterogeneous	data.	The	discriminative	method	does	not	model	the	basic
distribution	of	variables	and	labels,	it	is	only	interested	in	the	optimization	of	the
mapping	between	input	and	output.	As	there	are	no	intermediate	objectives	for
modeling	variables,	much	higher	classification	accuracy	can	be	obtained.	The
commonly	used	discriminative	methods	include	Linear	Discriminant	Analysis,
Logistic	Regression,	Artificial	Neural	Networks,	Support	Vector	Machine,
Nearest	Neighbor,	Boosting	trees,	Conditional	Random	Fields,	etc.	These
classification	algorithms	have	been	widely	applied	to	face	recognition	[29],
handwritten	digits	recognition	[30],	object	detection	[9,	15],	pedestrian	detection
[31],	and	so	on.

With	the	substantial	increase	in	the	amount	of	available	training	data,	and
continuous	improvement	of	the	computing	power	of	hardware	devices
(especially	the	rapid	development	of	GPU),	deep	learning	has	achieved	great



success	in	a	number	of	applications.	Different	from	traditional	object	recognition
pipeline	of	“feature	extraction—classification”,	the	object	recognition	can	be
achieved	in	an	“end-to-end”	way	through	deep	learning.	Recently,	deep	learning
based	models	have	been	widely	applied	to	face	recognition	[32],	fine-grained
classification	[33],	pedestrian	detection	[34]	and	re-identification	[35],	visual
tracking	[36],	and	so	forth.	Almost	all	object	recognition	tasks	has	been	shined
by	deep	learning	in	nowadays,	and	the	performances	are	greatly	improved.

Aiming	at	various	specific	problems	in	image	recognition,	the	employed
models	are	different	from	each	other.	For	example,	in	the	case	of	multi-objective
recognition,	we	should	not	only	consider	the	interference	of	complex
background,	but	also	take	the	situations	of	mutual	occlusion,	merger	and
separation	between	targets	into	account.	Sometimes,	we	also	need	to	guide	the
selection	and	integration	of	information	via	prior	knowledge	and	conduct
repeated	hypothesis	testing	or	complex	feedback	processing.

1.2.4	 Scene	Description	and	Understanding
Scene	description	and	understanding	are	the	high-level	tasks	of	image
understanding	[37].	The	main	objective	is	to	automatically	assign	labels	to	the
image	scene	via	a	set	of	semantic	categories,	in	order	to	provide	contextual
information	for	other	jobs	like	object	recognition.

It	is	the	task	of	finding	out	some	specific	regions	in	an	image	based	on	the
organization	principle	of	visual	perception,	and	then	automatically	labelling
them	based	on	a	given	set	of	semantic	categories.	These	regions	may	be	the
whole	image,	or	some	local	patches,	which	may	be	coastal,	mountain,	street,
city,	forest,	etc.	Scene	classification	provides	an	effective	contextual	semantic
information	for	higher-level	image	understanding	(e.g.,	object	recognition).
Scene	description	and	understanding	is	a	hot	topic	in	recent	years,	most	of	the
existing	works	focus	on	the	following	two	aspects:

(1) Modeling	low-level	scene	method	directly.	These	works	extract
color,	texture	and	shape	features	from	the	image	first,	and	then	they
employ	some	supervised	learning	methods	to	divide	the	image	into
several	semantic	categories,	such	as	indoor,	outdoor,	urban,	and
landscape,	etc.

	
(2) Modeling	the	scene	through	middle-level	semantic	description.	In	this	way,

the	“semantic	gap”	between	the	low-level	features	and	the	high-level
semantic	expression	is	reduced	as	much	as	possible,	so	as	to	establish	a



semantic	expression	is	reduced	as	much	as	possible,	so	as	to	establish	a
model	consistent	with	human	perception	process.

	
Scene	description	and	understanding	are	closely	related	to	object	recognition	and
low-level	visual	features.	The	latest	works	have	tried	to	generate	some	sentences
for	describing	a	given	image.	Usually,	this	is	also	termed	“image	caption”.

1.3	 Examples	of	Advanced	Applications
1.3.1	 Image	Correction
During	the	process	of	image	formation,	transmission,	and	recording,	the	quality
may	decrease	due	to	various	reasons,	which	will	lead	to	the	degradation	of	the
digital	image.	To	compensate	the	degradation	and	restore	the	distorted	images,
we	can	resort	to	the	image	correction	technology	[38].	The	causes	of	image
distortion	may	be	partial	color,	blur,	geometric	distortion,	geometric	inclination,
etc.	Therefore,	image	rectification	is	actually	a	process	of	establishing	a	reverse
mathematical	model	based	on	the	image	distortion	procedure,	such	that	the
contaminated	or	distorted	image	signals	can	be	corrected.	To	achieve	this	goal,
we	need	to	design	a	filter	to	evaluate	the	predicted	image	from	the	distorted
image	which	is	most	close	to	the	original	image	according	to	the	specified
criterion.

Image	correction	methods	can	be	divided	into	two	categories:	geometric
rectification	and	grayscale	rectification.	The	aim	of	geometric	rectification	is	to
obtain	parameters	of	a	mapping	from	distorted	image	to	the	original	image,
which	is	the	basis	of	restoring	pixel	values.	The	geometric	rectification	needs	to
establish	a	geometric	model	to	describe	the	degradation	at	first,	and	then
determine	the	model	parameters	with	some	known	conditions.	Finally,	we	could
rectify	the	image	according	to	the	estimated	model.

Grayscale	rectification	aims	to	fix	the	degraded	pixel	values	in	the	image
formation	due	to	the	inhomogeneity	of	illumination,	sensor	sensitivity	and
optical	system,	so	as	to	obtain	the	satisfactory	visual	effect.	Gray	level
rectification	is	used	to	rectify	the	image	in	a	point-wise	way	by	averaging	the
entire	image	pixel	values.	As	the	imaging	is	not	uniform,	there	would	be	the	case
that	one	part	is	dark	while	the	other	part	is	bright	due	to	the	inhomogeneous
exposure.	In	this	case,	gray	level	Correction	is	capable	of	enhancing	the	image
grayscale	contrast	for	the	part	lacking	exposure.	The	histogram	Correction	is
also	commonly	used	to	improve	the	pixel	value	distribution,	such	that	the
image’s	visual	quality	can	meet	people’s	needs.



image’s	visual	quality	can	meet	people’s	needs.

1.3.2	 Image	Fusion
Image	fusion	[39]	is	to	obtain	relevant	information	from	two	or	more	channels
and	then	integrate	them	into	a	single	image,	where	the	information	is	collected
from	multiple	channels	of	the	same	object,	or	images	of	the	same	object	obtained
at	different	times	in	the	same	channel.	The	fused	image	can	be	used	for
observation	or	further	processing.	The	general	model	of	image	fusion	is	shown
in	Figs.	1.3	and	1.4	gives	an	example	of	fusing	the	MR	image	with	CT	image	by
extreme	fusion.

Fig.	1.3 	The	general	model	of	image	fusion

Fig.	1.4 	The	results	of	image	fusion

1.3.3	 Digital	Image	Inpainting
Inpainting	is	the	process	of	reconstructing	lost	or	deteriorated	parts	of	images.
The	purpose	is	to	further	enhance	the	visual	quality	of	the	image	in	order	to
make	it	invisible	for	the	observer	where	the	image	was	defective	or	has	been
repaired.	Image	inpainting	[40]	is	a	core	technology	of	image	restoration,	its
applications	include	the	restoration	of	old	photographs	and	historical	relics,



movie	special	effects	production,	virtual	reality,	removal	of	redundant	objects
(such	as	delete	some	characters,	text,	headings	and	so	on	in	the	video	image),
data	compression,	network	data	transmission,	etc.	Figure	1.5	shows	an	example
of	the	restoration	of	the	cracks	and	scratches	in	the	precious	artwork.	Due	to	its
great	application	prospect,	image	inpainting	has	attracted	extensive	attention	in
recent	years.

Fig.	1.5 	The	restoration	of	artworks

At	present,	there	exist	two	major	types	of	inpainting	technologies.	One	is	the
digital	image	inpainting	technique	for	repairing	small	scale	defects.	During
inpainting,	it	first	utilizes	the	edge	information	of	the	area	that	needs	to	be
patched,	and	then	estimate	the	direction	of	the	isophote	from	coarse	to	fine.
Lastly,	the	communication	mechanism	is	used	to	spread	the	information	to	the
whole	patch,	so	as	to	get	better	results.	The	other	one	is	the	completion
technique	for	filling	in	large	chunks	of	lost	information	in	the	image,	which	are
generally	implemented	based	on	image	decomposition	or	block-based	texture
synthesis.

1.3.4	 Image	Stitching
We	often	need	to	get	a	panoramic	image	with	a	large	field	of	view	and	high
resolution	in	our	daily	life	and	work.	However,	due	to	the	limitations	of	a
hardware	device,	we	can	only	get	local	images	instead.	Generally,	as	the
hardware	devices	(e.g.,	panoramic	cameras,	wide-angle	lens)	for	creating
panoramic	images	are	expensive,	they	are	not	suitable	for	widely	use.	This
inspires	the	technology	of	image	stitching	[41]	which	tries	to	assemble	several



overlapping	images	(possibly	obtained	from	different	times,	different
perspectives,	or	different	sensors)	into	a	large,	seamless,	high-resolution	image.

The	quality	of	the	image	can	be	always	improved	by	overlapping	multiple
images	of	the	same	scene,	Complementary	information	between	multiple	images
can	also	help	to	improve	the	field-of-view.	Besides,	by	utilizing	the	information
from	multiple	sources,	the	obtained	image	can	also	reduce	some	of	the
uncertainty	taken	each	alone.

Generally	speaking,	the	image	stitching	consists	five	steps:

(1) Image	preprocessing.	This	step	includes	the	basic	operations	of
digital	image	processing	(such	as	denoising,	edge	extraction,
histogram	processing,	etc.),	the	establishment	of	the	image
matching	template,	the	transformation	of	the	image	(such	as	Fourier
transform,	wavelet	transform,	etc.),	as	well	as	other	operations.

	
(2) Image	registration.	In	this	step,	a	certain	matching	strategy	is	first	used	to

find	the	corresponding	position	of	the	template	or	feature	point	in	both
spliced	and	reference	images,	and	then	the	transformation	between	the	two
images	is	determined.

	
(3) Establishment	of	the	transformation	model.	According	to	the	relationship

between	the	template	or	image	features,	the	parameters	of	the	mathematical
model	are	calculated,	and	then	they	are	employed	to	establish	a
mathematical	transformation	model	between	two	images.

	
(4) Unified	coordinate	transformation.	In	this	step,	the	image	that	needs	to	be

spliced	into	the	coordinate	system	of	the	reference	image	is	transformed
according	to	the	established	mathematical	model.

	
(5) Fusion	and	reconstruction,	which	fuse	the	overlapped	areas	of	the	spliced

image	and	the	reference	image	to	obtain	a	seamless	panoramic	image.

	
The	image	stitching	technology	has	been	widely	used	in	the	fields	of	computer



The	image	stitching	technology	has	been	widely	used	in	the	fields	of	computer
graphics,	photogrammetry,	video	communication,	image	processing,	and
computer	vision.

1.3.5	 Digital	Watermarking
Digital	watermarking	[42]	is	a	technology	of	embedding	some	digital	data	into
multimedia	content,	but	it	cannot	affect	the	visual	quality	of	the	original	content.
In	other	words,	it	is	invisible	by	human	perception	system.	The	embedded	data
can	be	extracted	only	through	a	dedicated	detector	or	reader.	The	embedded	data
is	usually	called	“digital	watermark”	which	can	be	the	author’s	serial	number,
company	logo,	meaningful	text,	and	other	digital	data	that	can	be	used	to
identify	the	file,	image	or	music	products	source,	version,	the	original	author,
owner,	issuer,	legitimate	users,	etc.	An	example	of	digital	watermarking	is
shown	in	Fig.	1.6.	Noting	that	the	Fig.	1.6a,	c	look	the	same	though	the	digits
“Copyright”	has	been	embedded.

Fig.	1.6 	The	image	is	embedded	with	a	digital	watermark

Unlike	encryption,	digital	watermarking	does	not	prevent	the	occurrence	of
piracy,	but	it	can	determine	whether	the	object	is	protected.	Therefore,	digital
watermarking	technology	can	be	used	to	identify	the	authenticity	and	illegal
copy	of	the	media	content,	resolve	the	copyright	dispute	and	provide	evidence	to
the	court.

For	example,	the	owner	of	a	digital	work	can	use	a	key	to	generate	a
watermark	and	embed	it	into	the	original	data,	and	then	publish	its	watermarked
works	publicly.	When	the	work	is	pirated	or	there	is	a	copyright	dispute,	the
owner	can	use	the	watermark	as	a	basis	to	protect	his	own	interests.	The	owner



owner	can	use	the	watermark	as	a	basis	to	protect	his	own	interests.	The	owner
of	the	digital	work	can	also	add	a	unique	watermark	to	each	copy	of	the	work	to
protect	the	author’s	legitimate	rights	and	interests.	Once	an	unauthorized	copy	is
present,	the	source	of	the	copy	can	be	determined	through	the	watermark
recovered	from	this	copy.	In	addition,	the	watermark	detector	can	be	copied	and
controlled	in	the	photocopying	device.	Once	the	detector	finds	that	the	copied
work	contains	watermarks,	it	will	stop	copying,	thus	helping	to	suppress	illegal
copies	and	protect	the	copyright.	Digital	works	are	also	commonly	used	in	court,
medical,	news	and	business,	and	digital	watermarking	techniques	can	be	used	to
determine	whether	their	content	has	been	modified,	falsified	or	specially	treated.
Therefore,	digital	watermarking	technology	has	a	very	wide	range	of	application
prospects.

1.3.6	 Visual	Object	Recognition
Visual	object	recognition	[43]	is	one	of	the	central	tasks	in	computer	vision,
image	processing,	and	pattern	recognition,	it	plays	an	important	role	in	video
surveillance,	military	equipment,	traffic	management,	and	other	fields.	Many
desired	applications	demand	the	ability	to	recognize	objects,	such	as	terrain
recognition	of	cruise	missile,	terrain	reconnaissance	of	side-view	radar,	RPV
(Remote	Piloted	Vehicle)	guidance,	vigilance	system	and	automatic	artillery
control,	anti-camouflage	reconnaissance,	fingerprint	automatic	identification,	iris
recognition,	face	recognition,	and	so	on.

(1) Iris	Recognition
The	external	view	of	human	eye	is	composed	of	three	parts:	sclera,	iris

and	pupil.	The	iris	is	located	between	the	sclera	and	the	pupil,	and	the
boundary	connected	to	them	is	approximately	circular.	The	iris	is	unique	for
each	person	and	it	provides	important	geometric	information	for	matching.
The	iris	recognition	system	uses	a	camera	about	0.9	m	away	from	the	human
eye	to	capture	images	of	iris.	Then	the	captured	image	is	matched	with	the
databases.	The	similarity	between	images	determines	whether	the	image	is
from	the	same	object	as	well	as	determines	rejection	or	acceptance	of	the
individual.

	
(2) Fingerprint	Identification

Fingerprint	identification	technology	has	been	widely	used	in	civil	fields
such	as	contract	since	it	was	discovered.	Due	to	the	two	important
characteristics	of	human	fingerprints:	(1)	human	fingerprints	are	unique	in
the	entire	life	and	(2)	the	probability	of	a	pair	exactly	matched	fingerprint



the	entire	life	and	(2)	the	probability	of	a	pair	exactly	matched	fingerprint
from	different	people	is	extremely	low,	it	can	be	assumed	that	two	different
people	in	the	world	cannot	have	the	same	fingerprints.	As	a	result,
fingerprint	identification	technology	has	been	used	in	many	fields,	and	it	has
achieved	excellent	performance.	The	applications	of	fingerprint
identification	include	data	communication,	information	security,	financial
security,	and	so	on.

	
(3) Face	Recognition

Face	recognition	refers	to	the	technology	that	uses	a	computer	to	identify
a	person	via	the	human	facial	characteristic	information.	Face	recognition
consists	of	image	preprocessing,	face	detection,	location	and	recognition.	It
plays	an	important	role	on	many	occasions.	For	example,	it	can	be	used	to
find	a	specific	person	from	a	large	face	database	according	to	the	user’s
needs,	thus	greatly	improving	the	work	efficiency.	In	daily	life,	we	can	use
face	recognition	to	assist	credit	card	payment	and	prevent	non-credit	card
owners	from	using	these	cards.	Face	recognition	has	also	been	applied	in	the
field	of	leisure	and	entertainment.	For	example,	the	autofocus	of	digital
camera	can	greatly	enhance	the	photograph	quality,	and	the	smile	shutter
technique	can	judge	whether	a	human	is	smiling	or	not.

	
(4) Optical	Character	Recognition	Optical	character	recognition	(OCR)	is	the

process	of	scanning	text	data	and	then	analyzing	the	image	files	to	get	the
contained	text.	With	the	development	of	information	technology,	OCR	has
been	deployed	in	mobile	devices	to	extract	text	captured	by	the	device’s
camera.	OCR	has	been	widely	used	in	the	fields	like	text	input	in	office
automation,	automatic	mail	processing,	and	other	jobs	associated	with
automatic	access	to	text	processes.

	
(5) Emotion	Recognition

The	emotion	recognition	utilizes	computer	to	implement	the	intelligent
interaction	between	human	and	machine	by	inferring	human	mental	state
according	to	the	facial	expression.	Facial	expression	recognition	technology
can	be	applied	in	many	fields,	such	as	the	management	of	the	nuclear	power
plant	and	the	long-distance	bus	driver	inspection	where	the	safety	needs	to
put	more	emphasis.	Once	the	fatigue	and	drowsiness	sign	occur,	the	warning
system	will	be	triggered	to	alarm	in	time	to	avoid	danger.	It	can	also	be	used



system	will	be	triggered	to	alarm	in	time	to	avoid	danger.	It	can	also	be	used
in	robot	operation	and	electronic	nursing,	which	could	detect	physical
changes	according	to	the	changes	of	patient’s	facial	expressions.	In	distance
education,	the	teacher	can	learn	from	the	students’	expression	to	determine
what	degree	they	have	understood.	These	needs	an	expression	identifier	to
map	the	students’	expressions	to	the	level	of	mastering	the	course,	so	that
the	teachers	can	make	a	corresponding	response.

	
(6) Autonomous	Cars

An	autonomous	car	[44]	and	an	unmanned	ground	vehicle	is	a	vehicle
that	is	capable	of	sensing	its	environment	and	navigating	without	human
input	[45].

	
Autonomous	cars	use	a	variety	of	techniques	to	detect	their	surroundings,	such
as	radar,	laser	light,	GPS,	odometry	and	computer	vision.	Advanced	control
systems	interpret	sensory	information	to	identify	appropriate	navigation	paths,	as
well	as	obstacles	and	relevant	signage	[46].	Autonomous	cars	must	have	control
systems	that	are	capable	of	analyzing	sensory	data	to	distinguish	between
different	cars	on	the	road.

1.3.7	 Object	Tracking
Moving	object	tracking	[47]	refers	to	find	moving	objects	of	interest	(for
example,	vehicles,	pedestrians,	animals,	etc.)	in	a	continuous	video	sequence.	It
is	an	important	branch	of	computer	vision,	and	it	has	a	wide	range	of
applications	in	the	military	guidance,	visual	navigation,	robotics,	intelligent
transportation,	public	safety,	and	other	fields.

The	key	of	object	tracking	is	to	extract	the	robust	feature	of	moving	object
and	identify	it	accurately.	Sometimes,	we	also	need	to	consider	the	time	cost	of
tracking	algorithm	in	implementing	the	real-time	system.	Moving	object	tracking
methods	can	be	divided	into	two	types	of	moving-analysis	based	methods	and
image	matching	based	methods.

The	methods	based	on	moving-analysis	are	generally	implemented	by	inter-
frame	differencing	and	optical	flow	segmentation.	The	inter-frame	differencing
subtracts	the	adjacent	frames	first,	and	then	use	a	specified	threshold	value	to
extract	the	moving	object.	The	optical	flow	segmentation	method	detects	the
moving	object	by	the	different	speed	between	the	object	and	the	background.

The	methods	based	on	image	matching	can	identify	the	moving	object	and
determine	its	relative	position.	One	important	performance	index	of	image



determine	its	relative	position.	One	important	performance	index	of	image
matching	based	method	is	the	positioning	accuracy.	Based	on	the	principle	of
matching,	this	type	methods	can	be	divided	into	the	types	of	region	matching,
feature	matching,	model	matching,	and	frequency	domain	matching.

Moving	object	tracking	system	generally	contains	the	following	steps:

(1) Extracting	effective	descriptors	of	the	object.	The	object
tracking	system	depends	on	the	effectiveness	of	the	descriptors	that
are	used	to	capture	the	object	characteristics.	The	most	used
features	include	image	edge,	contour,	shape,	texture,	moments,
transform	coefficients,	etc.

	
(2) Similarity	metrics.	In	moving	object	tracking,	the	similarity	of	moving	target

between	adjacent	frames	is	usually	measured	by	some	similarity	metrics	like
European	distance,	Mahalanobis	distance,	chessboard	distance,	weighted
distance,	similarity	coefficient,	and	correlation	coefficient.

	
(3) Object	region	matching.	In	moving	object	tracking,	estimating	the	region	of

the	moving	object	can	greatly	reduce	exhaustive	searching	and	speed	up	the
tracking	system.	The	commonly	employed	object	region	searching
algorithms	contains	Kalman	filter,	particle	filter,	mean	shift	and	so	on.

	
1.3.8	 Dynamic	Scene	Classification
With	the	increasing	use	of	digital	video	surveillance	systems,	the	content	of
dynamic	scenes	has	becoming	more	and	more	complex	and	this	makes	it	a	great
challenge	to	manage	video	data	manually.	While	by	automatic	classification	of
video	scenes,	people	will	feel	free	to	find	their	interested	content	quickly	and
accurately.	For	example,	if	we	want	to	find	a	video	of	a	forest	fire,	it	would	be
much	better	if	the	computer	can	automatically	locate	the	forest	fire	scene	of	the
video	and	find	a	specific	object.	Therefore,	it	has	become	an	urgent	task	of
making	computer	to	classify	videos	into	different	scene	categories	such	as
tsunamis,	waterfalls,	volcanic	eruptions,	streams,	beaches,	etc.	This	job	can
assist	manual	labeling	and	the	management	of	digital	images.	It	can	also	provide
supports	for	a	deeper	analysis	of	digital	video	content.



The	so-called	scene	refers	to	a	series	of	video	frames	with	the	same	or
similar	semantics,	which	is	a	high-level	semantic	category.	The	scene
classification	[48]	not	only	needs	to	understand	the	content	of	an	image,	but	also
have	to	rely	on	some	context	information.	Dynamic	scene	classification	can	be
divided	into	two	categories	of	tracking	based	methods	and	feature	based	ones.
The	former	first	track	the	moving	objects	in	the	dynamic	scene	and	obtains	its
trajectory,	and	then	performs	classification	by	analyzing	the	trajectory.	The	latter
is	based	on	the	feature	extraction	of	the	dynamic	scenes,	which	employs	not	only
the	low-level	visual	features	but	also	some	intermediate	semantics	for
classification.	The	low-level	visual	features	extracted	from	the	dynamic	scenes
are	generally	about	color,	texture	and	shape.	To	achieve	high	classification
accuracy,	these	features	are	usually	combined	together	to	feed	to	some
supervised	training	models.	However,	when	the	scene	is	too	complex	the
classification	accuracy	will	not	be	ideal.	In	this	case,	the	middle	semantics	can
greatly	help	to	fill	the	gap	between	the	low-level	features	and	high-level
semantics,	so	as	to	improve	the	classification	performance.	A	typical	dynamic
scene	classification	procedure	may	be	generating	a	visual	dictionary	by
hierarchical	clustering	of	low-level	features	first,	and	then	using	the	probability
latent	semantic	analysis	(PLSA)	model	or	topic	model	to	train	a	generative
model.

1.3.9	 Pedestrian	Re-identification
Pedestrian	re-identification	[49]	refers	to	the	task	of	retrieving	a	particular
pedestrian	captured	by	camera	monitoring	network	with	non-overlapping	field-
of-views.	Pedestrian	re-identification	is	the	basis	of	many	applications	in	video
surveillance,	such	as	criminal	investigation	and	human	retrieval.	In	the	multi-
camera	pedestrian	tracking,	when	the	tracked	object	disappears	from	one	camera
and	appears	in	another	camera,	we	need	to	assign	the	same	label	to	him/her	so	as
to	ensure	the	unity	of	the	identity	label.	In	the	sing-camera	tracking,	sometimes
the	tracked	pedestrian	may	be	occluded	for	a	while	in	single-camera	tracking,
when	he/she	appears	again	on	the	screen,	we	also	need	to	perform	re-
identification.

In	order	to	obtain	a	wider	range	of	monitoring,	the	cameras	are	generally
placed	in	a	relatively	high	position.	Due	to	the	uncontrollable	imaging
environment	of	the	cameras,	the	pedestrian	images	in	the	re-identification	task
are	usually	of	low	quality	and	resolutions.	As	a	result,	the	pedestrian	re-
identification	task	can	only	rely	on	the	pedestrian’s	clothing	appearance
information	to	implement	cross-camera	matching.	Therefore,	the	clothing
texture,	color	and	contour	information	plays	a	vital	role	for	re-identification.

Since	the	pedestrian	re-identification	is	entirely	dependent	on	the



Since	the	pedestrian	re-identification	is	entirely	dependent	on	the
pedestrian’s	appearance	information,	when	the	pedestrian’s	clothes	are	changed,
the	basis	of	pedestrian	re-identification	will	be	lost,	and	the	matching	results	will
be	no	longer	reliable.	Thus,	existing	pedestrian	re-identification	works	generally
assume	that	pedestrians	do	not	change	clothes	in	different	camera	views.

Pedestrian	re-identification	can	be	grouped	into	different	categories	with
different	criteria.	For	example,	according	to	the	provided	media	types,	the	re-
identification	can	be	divided	into	image-based	and	video-based	scenarios.
According	to	the	implementation	method	types,	it	can	be	divided	into	descriptor-
based	and	matching	model-based	scenarios.	We	can	also	categorize	it	into	“open
set”	or	“closed	set”	re-identification	according	to	whether	the	training	and
testing	are	carried	on	the	same	dataset.

1.3.10	 Lip	Recognition	in	Video
Lip	recognition	[41]	aims	to	create	a	lip	model	library	by	self-learning
technology	using	a	large	number	of	lip	images	and	text	labels.	To	achieve	this
goal,	we	need	to	train	a	matching	model	library	with	lip	images	and	the
corresponding	text	results.	From	the	lip	images,	we	extract	the	features	of	the	lip
first,	and	then	use	lip	model	library	to	“read”	or	“read	a	part	of”	what	is	saying.
This	job	is	a	useful	supplement	to	the	visual	understanding	of	human-computer
interaction.

In	order	to	obtain	the	contour	of	the	lip,	the	images	are	usually	transformed
into	gray	space	first.	Then	some	deformable	templates	or	active	contour	models
are	employed	to	extract	the	lip	contour.	However,	the	recognition	accuracy	may
be	not	high	enough	in	this	way	since	only	the	gray	information	is	explored.	In
latest	years,	some	methods	have	tried	to	use	the	rich	color	information	to	locate
lip	quickly,	accurately,	and	robustly.	Then	the	lip	contour	can	be	extracted	in
two	different	ways.	The	first	one	is	a	pixel-based	approach	which	uses	the	gray
image	containing	the	mouth	to	extract	the	contour	directly.	However,	in	this	way
the	result	is	sensitive	to	translation,	rotation,	scaling,	and	illumination.	Besides,
the	obtained	feature	vector	may	have	high	redundancy.	The	second	way	is	based
on	model	learning	which	has	the	advantage	of	low-dimensional	feature	and
robustness	to	translation,	rotation,	shrinkage,	and	illumination	changes.
However,	there	is	still	a	drawback	in	this	way,	that	is,	the	established	model	may
be	incapable	of	including	all	relevant	lips	information.

The	basic	steps	of	the	lip	recognition	include:	(1)	positioning	the	lips,	the
commonly	employed	positioning	methods	are	the	active	shape	model	(ASM)	or
active	appearance	model	(AAM);	(2)	collecting	training	samples	for	training,	in
lip	recognition	the	mostly	used	samples	are	some	special	point	features;	(3)
training	supervised	models	like	Support	vector	machine	(SVM)	and	neural



training	supervised	models	like	Support	vector	machine	(SVM)	and	neural
networks;	and	(4)	deploy	the	model	on	new	samples.

References
1. Gonzalez	RC,	Woods	RE	(2008)	Digital	image	processing,	3rd	edn.	Prentice	Hall

2. Sonka	M,	Hlavac	V,	Boyle	R	(2008)	Image	processing,	analysis,	and	machine	vision.	Cengage

3. Jahne	B	(2002)	Digital	image	processing.	Springer	(2002)

4. Gibson	AP,	Hebden	JC,	Arridge	SR	(2005)	Recent	advances	in	diffuse	optical	imaging.	Phys	Med	Biol
50(4):R1–R43
[Crossref]

5. Shack	RV	(1970)	Image	processing	by	an	optical	analog	device.	Pattern	Recogn	2(2):123,	IN13,	125–
124,	IN20,	126

6. Russ	JC,	Russ	JC	(2007)	Introduction	to	image	processing	and	analysis.	CRC	Press

7. Bouthemy	P,	Garcia	C,	Ronfard	R,	Tziritas	G,	Veneau	E,	Zugaj	D	(1999)	Scene	segmentation	and
image	feature	extraction	for	video	indexing	and	retrieval.	Springer,	Berlin,	Heidelberg
[Crossref]

8. Kim	ZW,	Nevatia	R	(2003)	Expandable	bayesian	networks	for	3d	object	description	from	multiple
views	and	multiple	mode	inputs.	IEEE	Trans	Pattern	Anal	Mach	Intell	25(6):769–774

9. Felzenszwalb	PF,	Girshick	RB,	McAllester	D,	Ramanan	D	(2003)	Object	detection	with
discriminatively	trained	part	based	models.	IEEE	Trans	Pattern	Anal	Mach	Intell	25(6):769–774
[Crossref]

10. Logothetis	NK,	Sheinberg,	DL	(1996)	Visual	object	recognition.	Wiley,	Inc.

11. Snoek	CGM,	Worring	M,	Smeulders	AWM	(2005)	Early	versus	late	fusion	in	semantic	video	analysis.
In:	ACM	international	conference	on	multimedia,	pp	399–402

12. Wang	JL,	Singh	S	(2003)	Video	analysis	of	human	dynamics—a	survey.	Real-Time	Imag	9(5):321–
346
[Crossref]

13. Murray	DW,	Buxton	BF	(1987)	Scene	segmentation	from	visual	motion	using	global	optimization.
IEEE	Trans	Pattern	Anal	Mach	Intell	9(2):220–228
[Crossref]

14. Kass	M,	Witkin	A,	Terzopoulos	D	(1988)	Snakes:	active	contour	models.	Int	J	Comput	Vis	1(4):321–
331
[Crossref]

15. Felzenszwalb	PF,	Girshick	RB,	Mcallester	D	(2013)	Cascade	object	detection	with	deformable	part
models.	Commun	ACM	56(9):97–105

https://doi.org/10.1088/0031-9155/50/4/R01
https://doi.org/10.1007/3-540-48762-X_31
https://doi.org/10.1109/TPAMI.2003.1201825
https://doi.org/10.1016/j.rti.2003.08.001
https://doi.org/10.1109/TPAMI.1987.4767896
https://doi.org/10.1007/BF00133570


[Crossref]

16. Gupta	R,	Patil	H,	Mittal	A	(2010)	Robust	order-based	methods	for	feature	description.	In:	Computer
vision	and	pattern	recognition,	pp	334–341

17. Morevec	HP	(1977)	Towards	automatic	visual	obstacle	avoidance.	In:	International	joint	conference	on
artificial	intelligence,	pp	584–584

18. Chen	J,	Zou	L,	Zhang	J,	Dou	L	(2009)	The	comparison	and	application	of	corner	detection	algorithms.
J	Multimed	4(6):435–441
[Crossref]

19. Smith	SM,	Brady	JM	(2015)	Susan—a	new	approach	to	low	level	image	processing.	Int	J	Comput	Vis
45–78

20. Lowe	DG	(2004)	Distinctive	image	features	from	scale-invariant	keypoints.	Int	J	Comput	Vision
60(2):91–110
[Crossref]

21. Bay	H,	Ess	A,	Tuytelaars	T,	Van	Gool	L	(2008)	Speeded-up	robust	features.	Comput	Vis	Image
Underst	110(3):404–417
[Crossref]

22. Nistér	D,	Stewénius	H	(2008)	Linear	time	maximally	stable	extremal	regions.	In:	Proceedings	of
computer	vision—ECCV	2008,	European	conference	on	computer	vision,	Marseille,	France,	12–18
October,	2008,	pp	183–196

23. Ahonen	T,	Hadid	A,	Pietikainen	M	(2006)	Face	description	with	local	binary	patterns:	application	to
face	recognition.	IEEE	Trans	Pattern	Anal	Mach	Intell	28(12):2037–2041
[Crossref]

24. Lowe	DG	(2002)	Object	recognition	from	local	scale-invariant	features.	In:	IEEE	international
conference	on	computer	vision,	pp	1150

25. Lecun	Y,	Bengio	Y,	Hinton	G	(2015)	Deep	learning.	Nature	521(7553):436
[Crossref]

26. Fu	Y,	Hospedales	TM,	Xiang	T,	Gong	S	(2014)	Learning	multimodal	latent	attributes.	IEEE	Trans
Pattern	Anal	Mach	Intell	36(2):303–316

27. Li	X,	Ouyang	J,	Zhou	X	(2015)	Supervised	topic	models	for	multi-label	classification.	Neurocomputing
149(PB):811–819

28. Li	WT,	Chang	HS,	Lien	KC,	Chang	HT,	Wang	YC	(2013)	Exploring	visual	and	motion	saliency	for
automatic	video	object	extraction.	IEEE	Trans	Image	Process	22(7):2600–2610
[Crossref]

29. Belhumeur	PN,	Hespanha	JP,	Kriegman	DJ	(2002)	Eigenfaces	vs.	fisherfaces:	recognition	using	class
specific	linear	projection.	IEEE	Trans	Pattern	Anal	Mach	Intell	19(7):711–720
[Crossref]

30. Liu	CL	(2007)	Normalization-cooperated	gradient	feature	extraction	for	handwritten	character
recognition.	IEEE	Trans	Pattern	Anal	Mach	Intell	29(8):1465

https://doi.org/10.1145/2500468.2494532
https://doi.org/10.4304/jmm.4.6.435-441
https://doi.org/10.1023/B:VISI.0000029664.99615.94
https://doi.org/10.1016/j.cviu.2007.09.014
https://doi.org/10.1109/TPAMI.2006.244
https://doi.org/10.1038/nature14539
https://doi.org/10.1109/TIP.2013.2253483
https://doi.org/10.1109/34.598228


recognition.	IEEE	Trans	Pattern	Anal	Mach	Intell	29(8):1465
[Crossref]

31. Gool	LV,	Mathias	M,	Timofte	R,	Benenson	R	(2012)	Pedestrian	detection	at	100	frames	per	second.	In:
Computer	vision	and	pattern	recognition,	pp	2903–2910

32. Ouyang	W,	Zeng	X,	Wang	X,	Qiu	S,	Luo	P,	Tian	Y,	Li	H,	Yang	S,	Wang	Z,	Li	H	(2014)	Deepid-net:
deformable	deep	convolutional	neural	networks	for	object	detection.	IEEE	Trans	Pattern	Anal	Mach
Intell	PP(99):1–1

33. Wang	J,	Song	Y,	Leung	T,	Rosenberg	C,	Wang	J,	Philbin	J,	Chen	B,	Wu	Y	(2014)	Learning	fine-
grained	image	similarity	with	deep	ranking.	In:	IEEE	conference	on	computer	vision	and	pattern
recognition,	pp	1386–1393

34. Ouyang	W,	Wang	X	(2014)	Joint	deep	learning	for	pedestrian	detection.	In:	IEEE	international
conference	on	computer	vision,	pp	2056–2063

35. Zhao	H,	Tian	M,	Sun	S,	Shao	J,	Yan	J,	Yi	S,	Wang	X,	Tang	X	(2017)	Spindle	net:	Person	re-
identification	with	human	body	region	guided	feature	decomposition	and	fusion.	In:	IEEE	conference
on	computer	vision	and	pattern	recognition,	pp	907–915

36. Wang	N,	Yeung	DY	(2013)	Learning	a	deep	compact	image	representation	for	visual	tracking.	Adv
Neural	Inf	Process	Syst	809–817

37. Sturgess	P,	Alahari	K,	Ladicky	L,	Torr	PHS	(2009)	Combining	appearance	and	structure	from	motion
features	for	road	scene	understanding.	In:	British	machine	vision	conference

38. Liang	J,	Dementhon	D,	Doermann	D	(2008)	Geometric	rectification	of	camera-captured	document
images.	IEEE	Trans	Pattern	Anal	Mach	Intell	30(4):591
[Crossref]

39. Li	H,	Manjunath	BS,	Mitra	SK	(1995)	Multi-sensor	image	fusion	using	the	wavelet	transform.	Gr
Models	Image	Process	57(3):235–245

40. Bertalmio	M,	Vese	L,	Sapiro	G,	Osher	S	(2003)	Simultaneous	structure	and	texture	image	inpainting.
IEEE	Trans	Image	Process	12(8):882–889
[Crossref]

41. Brown	M,	Lowe	DG	(2007)	Automatic	panoramic	image	stitching	using	invariant	features.	Int	J
Comput	Vis	74(1):59–73
[Crossref]

42. Cox	IJ,	Miller,	ML,	Bloom	JA,	Fridrich	J,	Kalker	T	(2008)	Digital	watermarking	and	steganography,
2nd	edn.	Morgan	Kaufmann	Publishers

43. Marszalek	M,	Schmid	C	(2010)	Semantic	hierarchies	for	visual	object	recognition.	In:	IEEE	conference
on	computer	vision	and	pattern	recognition,	pp	1–7	(2010)

44. Thrun	S	(2010)	Toward	robotic	cars.	Commun	ACM	53(4):99–106
[Crossref]

45. Gehrig	SK,	Stein	FJ	(1999)	Dead	reckoning	and	cartography	using	stereo	vision	for	an	autonomous	car.
Int	Conf	Intell	Robots	Syst	3:1507–1512

https://doi.org/10.1109/TPAMI.2007.1090
https://doi.org/10.1109/TPAMI.2007.70724
https://doi.org/10.1109/TIP.2003.815261
https://doi.org/10.1007/s11263-006-0002-3
https://doi.org/10.1145/1721654.1721679


1

46. Zhu	W,	Miao	J,	Jiangbi	H,	Qing	L	(2014)	Vehicle	detection	in	driving	simulation	using	extreme
learning	machine.	Neurocomputing	128(5):160–165
[Crossref]

47. Yilmaz	A	(2006)	Object	tracking:	a	survey.	ACM	Comput	Surv	38(4):13
[Crossref]

48. Bosch	A,	Zisserman	A,	Muñoz	X	(2008)	Scene	classification	using	a	hybrid	generative/discriminative
approach.	IEEE	Trans	Pattern	Anal	Mach	Intell	30(4):712
[Crossref]

49. Gong	S,	Cristani	M,	Yan	S,	Chen	CL	(2014)	Person	re-identification.	Springer	Publishing	Company,
Incorporated

Footnotes
ITU-R:	International	Telecommunication	Union—Radio	communications	sector.

	

https://doi.org/10.1016/j.neucom.2013.05.052
https://doi.org/10.1145/1177352.1177355
https://doi.org/10.1109/TPAMI.2007.70716


(1)

(2)

(3)

	

	

	

	

	

	

©	Springer	International	Publishing	AG,	part	of	Springer	Nature	2019
Shengrong	Gong,	Chunping	Liu,	Yi	Ji,	Baojiang	Zhong,	Yonggang	Li	and	Husheng	Dong,	Advanced	Image
and	Video	Processing	Using	MATLAB,	Modeling	and	Optimization	in	Science	and	Technologies	12
https://doi.org/10.1007/978-3-319-77223-3_2

2.	Matlab	Functions	of	Image	and	Video
Shengrong	Gong1		 ,	Chunping	Liu2		 ,	Yi	Ji2		 ,	Baojiang	Zhong2		 ,
Yonggang	Li3		 	and	Husheng	Dong2		

School	of	Computer	Science	and	Engineering,	Changshu	Institute	of
Technology,	Changshu,	Jiangsu,	China
School	of	Computer	Science	and	Technology,	Soochow	University,
Suzhou,	Jiangsu,	China
College	of	Mathematics	Physics	and	Information	Engineering,	Jiaxing
University,	Jiaxing,	Zhejiang,	China

	
Shengrong	Gong	(Corresponding	author)	Email:	shrgong@suda.edu.cn

Chunping	Liu
Email:	cpliu@suda.edu.cn

Yi	Ji
Email:	jiyi@suda.edu.cn

Baojiang	Zhong
Email:	bjzhong@suda.edu.cn

Yonggang	Li
Email:	lyg_gang@163.com

Husheng	Dong
Email:	hsdong2012@gmail.com

In	this	chapter,	we	begin	introducing	the	basic	usage	of	MATLAB.	Then,	some
important	tools	for	image	and	video	processing	are	introduced,	such	as	the
graphics	and	visualization,	the	image	processing	toolbox,	and	the	functions	for

https://doi.org/10.1007/978-3-319-77223-3_2
mailto:shrgong@suda.edu.cn
mailto:cpliu@suda.edu.cn
mailto:jiyi@suda.edu.cn
mailto:bjzhong@suda.edu.cn
mailto:lyg_gang@163.com
mailto:hsdong2012@gmail.com


graphics	and	visualization,	the	image	processing	toolbox,	and	the	functions	for
processing	video.

2.1	 Introduction	to	MATLAB	for	Image	and	Video
MATLAB	is	the	abbreviation	of	Matrix	Laboratory,	which	is	a	commercial
mathematical	software	produced	by	The	MathWorks	company.	It	integrates	data
visualization,	data	analysis	and	numerical	calculation	with	an	easy-to-use
environment	[1].	MATLAB	is	an	interactive	system	whose	basic	data	element	is
a	no-defined	array.	Also,	instruction	expressions	are	very	similar	to	those	used	in
mathematics	and	engineering.	Therefore,	using	MATLAB	to	solve	many
numerical	problems	is	much	easier	than	using	C,	FORTRAN	and	other
languages.	MATLAB	has	a	strong	openness	and	applicability,	and	the
corresponding	toolkits	have	been	developed	for	different	fields,	such	as	control
system	design	and	analysis,	image	processing,	signal	processing	and
communication,	financial	modeling	and	analysis,	etc.

The	basic	data	element	in	MATLAB	is	an	array	of	real	or	complex	numbers
[2],	and	the	image	is	also	represented	as	an	array	of	real	values	made	up	of
grayscale	or	color	data	elements	[3,	4].	MATLAB	usually	uses	a	two-
dimensional	array	to	store	images,	and	each	element	of	an	array	corresponds	to	a
pixel	value	of	the	image.	Videos	can	be	viewed	as	an	extension	of	images	in
time	or	perspective.	Each	frame	of	a	video	is	a	static	image.	Videos	are	stored	by
adding	a	dimension	to	the	image	array,	which	represents	the	time	and	view
information	[5].

2.2	 Basic	Elements	of	MATLAB
2.2.1	 Working	Environment
(1)

Software	Interface	
Figure	2.1	shows	a	screenshot	of	the	running	MATLAB,	mainly	including

Command	Window,	Workspace,	Command	History,	and	Current	Folder
Window.	Users	can	make	different	window	Settings	for	MATLAB	according	to
their	usage	habits.	Some	Windows	are	visible	and	some	are	not	visible.	Some
can	set	Windows	open,	others	close.



Fig.	2.1 	The	MATLAB	interface

(2)
Commonly	Used	Window	
In	the	process	of	using	MATLAB,	the	commonly	used	window	functions	and

purposes	are	as	follows:	Command	Window:	It	is	the	main	interactive	window
for	MATLAB	to	input	commands	and	displays	all	execution	results	except
graphics.	The	“≫”	in	the	command	window	is	a	command	prompt,	indicating
that	MATLAB	is	in	the	ready	state.	Type	the	command	after	the	command
prompt	then	press	enter,	MATLAB	interprets	the	commands	that	are	entered	and
gives	the	result	after	the	command.	When	multiple	commands	need	to	be
executed	together,	they	can	be	separated	by	a	semicolon.

Workspace:	It	is	used	to	store	the	various	variables	and	the	space	of	results
where	the	user	can	easily	view,	edit,	load,	and	save	the	various	variables	of
MATLAB.

Current	Folder:	It	refers	to	the	path	of	the	current	running	file	of	MATLAB
and	the	files	under	that	path,	which	can	only	be	run	or	invoked	if	the	file	is	in	the
current	directory	or	the	search	path.



current	directory	or	the	search	path.
Command	History:	It	automatically	maintains	a	history	of	all	the	used

commands	from	the	installation,	and	also	indicates	the	use	of	time	to	facilitate
user	queries.	Double-clicking	on	these	commands	can	also	execute	the	history
command	again.

Editor	Window:	It	provides	users	with	windows	to	create,	edit,	run,	and
debug	M	files.

Launch	Pad:	Users	can	easily	open	and	call	MATLAB	programs,	functions
and	help	files	in	the	Launch	Pad.

Help	Browser:	It	provides	easy	and	quick	online	help	for	users.

2.2.2	 Data	Types
Each	type	of	data	in	MATLAB	is	based	on	an	array	and	is	derived	from	the
array,	including	logical,	char,	numeric,	cell,	structure,	Java	classes	and	function
handle.	The	relationship	between	data	types	is	shown	in	Fig.	2.2.

Fig.	2.2 	Data	structure	in	MATLAB

The	most	commonly	used	data	types	are	double	and	char.	All	calculations	in
MATLAB	treat	the	data	as	double	to	process.	Other	data	types	are	only	used	in
some	special	conditions.	For	example,	an	unsigned	8-bit	integer	is	generally
used	to	store	image	data;	Cell	array	and	structure	arrays	are	generally	used	in
large	programs.

1.



Logical	Data	
The	logical	data	in	MATALAB	is	only	“1”	and	“0”,	respectively

representing	the	logical	true	and	the	logical	false.	The	common	logical	functions
are	shown	in	Table	2.1.

Table	2.1 	Common	logic	functions

Function Instruction

all Whether	all	the	elements	are	non-zero

any Whether	at	least	one	element	is	non-zero

isempty Whether	the	matrix	is	empty

isequal Whether	the	two	matrices	are	the	same

isinf Whether	there	is	an	inf	(infinity)	element

isnan Whether	there	is	a	nan	(not	quantitative)	element

isnumeric Whether	it	is	a	numeric	type

isinteger Whether	it	is	an	integer

isfloat Whether	it	is	a	float

isreal Whether	it	is	a	real	number

2.
Char	Data	
In	MATLAB,	the	input	character	is	used	in	single	quotation	marks,	and	the

string	is	stored	as	an	array	of	characters,	each	of	which	is	an	element	of	the
string	and	each	element	occupies	two	bytes.	Commonly	used	string	manipulation
functions	are	shown	in	Table	2.2.

Table	2.2 	String	manipulation	functions

Function Instruction Function Instruction

isstr Determine	whether	or	not	a	character strcmp String	comparison

blanks Generate	a	blank	string strfind Look	up	another	string	in	a	string

deblank Delete	the	space	at	the	end	of	the	string strcat Concatenation	of	string

upper Capitalize	the	string strmatch Look	up	the	match	string

lower Lowercase	the	string strrep Replace	another	string	with	one	string

3.



Numeric	Data	
Numerical	types	in	MATLAB	include	symbols	and	unsigned	integers,	single

and	double	precision	floating-point	numbers.	By	default,	all	values	in	MATLAB
are	stored	and	operated	on	according	to	the	double	floating-point	type.	As	shown
in	Table	2.3.

Table	2.3 	Numeric	data

Data
type

Instruction

uint8 8-bit	unsigned	integer,	range	 ,	occupying	1	byte	of	memory	space

uint16 16-bit	unsigned	integer,	range	 ,	occupying	2	bytes	of	memory	space

uint32 32-bit	unsigned	integer,	range	 ,	occupying	4	bytes	of	memory	space

uint64 64-bit	unsigned	integer,	range	 ,	occupying	8	bytes	of	memory	space

int8 8-bit	signed	integer,	range	 ,	occupying	1	byte	of	memory	space

int16 16-bit	signed	integer,	range	 ,	occupying	2	bytes	of	memory	space

int32 32-bit	unsigned	integer,	range	 ,	occupying	4	bytes	of	memory	space

int64 64-bit	unsigned	integer,	range	 ,	occupying	8	bytes	of	memory	space

single Single	precision	floating-point	number,	range	 ,	occupying	1	byte	of	memory

space

double Double	precision	floating-point	number,	range	 ,	occupying	8	bytes	of	memory

space

4.
Cell	Array	
Each	element	in	the	cell	array	is	called	a	cell,	and	each	cell	can	contain	any

data	type	in	MATLAB,	defined	using	curly	braces	{}.	The	array	content	can	be
accessed	through	the	curly	brace	form	index,	and	the	form	of	the	original
parenthesis	can	only	get	the	description	of	the	variable,	as	shown	below.



5.
Structure	
The	structure	is	the	same	as	an	array	of	cells,	which	is	to	focus	different

types	of	data	in	a	single	variable.	The	difference	is	that	the	structure	is	indexed
by	the	field,	which	refers	to	the	internal	field	through	the	dot	operator	“.”,	where
the	field	must	have	a	different	name	for	the	distinction,	as	shown	in	the	graphics
below.



2.2.3	 Array	and	Matrix	Indexing	in	MATLAB
MATLAB	supports	a	large	number	of	powerful	indexes	that	not	only	simplify
array	operations,	but	also	improve	the	efficiency	of	the	program.

1.
Vector	Index	
The	number	of	dimensions	in	MATLAB	is	 ,	which	is	called	row

vector.	The	access	of	elements	in	a	row	vector	is	performed	using	a	one-
dimensional	index,	such	as	A	(1),	which	is	the	first	element	of	the	vector	A.	The
elements	defined	by	the	vector	are	enclosed	in	square	brackets,	separated	by
spaces	or	commas.	Using	the	transpose	operator	“.”,	the	row	vectors	can	be
converted	to	column	vectors.

For	the	row	vector	A,	the	method	for	extracting	data	blocks	of	elements	is
shown	below.



2.
Matrix	index	
By	defining	a	matrix	in	MATLAB,	use	semicolons	to	separate	rows	and

rows,	using	commas	(or	spaces)	to	separate	columns	and	columns	to	define
directly	(the	matrix’s	subscripts	start	at	1).	Selecting	an	element	from	a	matrix	is
the	same	as	selecting	an	element	from	a	vector,	only	two	indexes	are	needed:
one	to	determine	the	row	location,	and	the	other	to	determine	the	corresponding
column	location.



2.2.4	 Standard	Arrays
In	the	design	of	image	processing	program	with	MATLAB,	some	simple	image
arrays	will	be	used	to	test	the	algorithm	of	image	processing.	Some	of	the
important	generation	functions	of	standard	arrays	are	as	follows:

(1)
eye(m,	n):	generate	a	matrix	of	m	rows	and	n	columns	with	a	main
diagonal	line	of	1,	which	can	be	abbreviated	as	eye(n)	when	m = n.
The	matrix	is	an	n-dimensional	identity	matrix.

	

(2)
zeros(m,	n):	generate	a	zero	matrix	of	m	rows	and	n	columns. 	

(3)
ones(m,	n):	generate	a	matrix	of	m	rows	and	n	columns,	whose	all
elements	are	1.

	
(4)



true(m,	n):	generate	a	logic	matrix	of	m	rows	and	n	columns,	whose
all	elements	are	ture.

	
(5)

false(m,	n):	generate	a	logic	matrix	of	m	rows	and	n	columns,	whose
all	elements	are	false.

	
(6)

rand(m,	n):	generate	a	random	matrix,	which	is	distributed	evenly	in
the	interval	[0,	1].

	
(7)

randn(m,	n):	generate	a	random	matrix	with	the	standard	normal
distribution,	the	mean	of	which	is	0	and	the	variance	of	which	is	1.

	
(8)

randperm(n):	generate	random	permutations	of	integers	between	1
and	n.

	
(9)

magic(n):	generate	an	n-order	magic	matrix,	in	which	the	sum	of
each	row,	the	sum	of	each	column	element,	and	the	sum	of	the	main
diagonal	elements	are	equal.

	

(10)
blkdiag(a,	b,	c,	d,	…):	generate	a	matrix,	whose	diagonal	elements
are	a,	b,	c,	d,	…

	
(11)

hilb(n):	produce	an	n-order	Hilbert	matrix,	whose	elements	are	H	(I,
j) = 1/(I + j	−	1).

	
(12)

invhilb(n):	generate	an	n-order	matrix,	which	is	the	inverse	of	the
Hilbert	matix.

	

2.2.5	 Command-Line	Operations
After	the	launch	of	MATLAB,	the	execution	result	or	operation	result	will	be
given	immediately	after	the	input	command	or	MATLAB	statement	after	the
command	window	prompt	“≫.”	If	the	semicolon	“;”	is	entered	at	the	end	of
each	line	of	command,	the	command	window	does	not	display	the	results	of	the
execution	immediately,	and	the	results	are	saved	in	the	workspace.

MATLAB	allows	to	type	multiple	statements	in	the	same	line,	separated	by	a
semicolon;	split	the	same	statement	in	multiple	lines	to	facilitate	reading,	as	long
as	you	connect	with	three	dots	“…”	at	the	end	of	the	line.	In	MATLAB,	“%”
represents	an	annotation,	which	is	similar	to	the	“//”	comment	in	C/C++.
Common	command	line	operations	are	shown	in	the	following	Table	2.4.



Table	2.4 	Common	command	line	operations

Command Instruction Command Instruction

cd Set	the	current	working	directory exit Close/exit	MATLAB

dir List	files	and	subdirectories	in	the	specified
directory

quit Close/exit	MATLAB

clc Clear	the	contents	of	Command	Window type Display	the	contents	of	the
specified	M	file

clear Clear	the	saved	variables	in	Workspace more Make	the	subsequent	content	to
display	in	the	form	of	paging

Help Display	help	information	in	Command
Window

which Indicate	the	directory	where	the
subsequent	file	is	located

Doc Display	help	information	in	Help	Browser who/whos Check	memory	variables

lookfor Look	up	a	function	or	command	that
contains	the	following	contents

save Save	variables	in	memory	using
files

diary Record	the	input	of	Command	Window	as	a
file

load Read	variables	to	memory	from
files

2.3	 Programming	Tools:	Scripts	and	Functions
2.3.1	 M-Files
MATLAB	provides	an	extremely	rich	internal	function,	and	the	user	can	resolve
a	lot	of	works	by	calling	them	through	the	command	line.	However,	to	use
MATLAB	more	efficiently,	it	cannot	be	separated	from	MATLAB
programming.	Users	can	complete	an	independent	function	(script	file
programming)	by	organizing	a	sequence	of	MATLAB	commands.	Or	abstract
the	M-file	to	form	a	functional	block	(function	file	programming)	that	can	be
reused.	The	M-file	is	a	text	file	that	can	be	created	and	edited	with	any	editing
program,	and	the	text	editor	provided	by	MATLAB	is	generally	used	and	most
convenient.	The	extension	of	M-files	is	“.m,”	which	can	be	divided	into	script
files	and	function	files	according	to	its	contents	and	functions.

When	dealing	with	some	simple	problems	in	MATLAB,	you	can	enter
processing	commands	directly	in	Command	Window.	When	the	problem	is	more
complex,	you	can	enter	a	series	of	commands	into	a	text	file.	As	long	as	the	file
name	is	entered	in	Command	Window,	all	the	commands	in	the	file	are	executed
according	to	the	design	process,	resulting	in	the	desired	result,	which	is	called
the	script	file.

The	function	file	consists	of	the	function	definition	line,	“H1”	line,	function
help	information,	function	body	and	annotation,	where	the	function	definition
line	and	function	body	are	required.



line	and	function	body	are	required.

(1)
Function	Definition	Line:	function	[outputs] = name(inputs)

MATLAB	allows	multiple	input	parameters	(inputs)	and	returns
parameters	(outputs),	separated	by	commas,	and	the	square	brackets	can	be
omitted	if	only	one	parameter	is	returned.

	

(2)
“H1”	Line:	The	first	comment	line	in	the	M-file,	starting	with	a	percent,
must	be	followed	by	the	function	definition	line,	with	no	rows	in	the
middle,	or	blank	characters	or	indentation.	The	contents	of	this	line	will
appear	in	the	first	line	when	using	the	help	command.	It	will	only	be
searched	in	the	line	when	using	lookfor	function	to	search	a	function
associated	with	a	word.

	

(3)
Function	Help	Information:	explain	the	function	which	the	function	file
implement,	the	value	of	variables,	parameters,	and	copyright	information.

	
(4)

Function	Body:	the	MATLAB	code	part	of	the	file	implementation
function.

	
(5)

Annotation:	mainly	used	to	annotate	the	specific	operation	process	of	the
function	file’s	function	body	for	easy	reading	and	modification.

	
The	difference	between	a	function	file	and	a	script	file	is	shown	in	Table	2.5.

Table	2.5 	The	difference	between	a	function	file	and	a	script	file

	 Script	file Function	file

Input	and
output

No	input	parameters,	no	return
output

	Bring	input	parameters	as	well	as	output

Variable
operating

Operate	only	workspace
variables	(global	variables)

Operate	workspace	variables	(global	variables	need	to	be
specified	by	global)	and	local	variables

Run	mode Run	directly The	method	of	calling	a	function

2.3.2	 Operators
Operators	in	MATLAB	can	be	divided	into	three	categories:	arithmetic
operators,	relational	operators,	and	logical	operators.	The	following	Tables	2.6,
2.7	and	2.8	shows.

Table	2.6 	Arithmetic	operators

Operator Instruction Operator Instruction



Operator Instruction Operator Instruction

+
Plus

–
Minus

*
Multiplication	of	matrixes

.*
Multiplication	of	arrays

^
Power	of	matrixes

.^
Power	of	arrays

\
Left-division	of	matrixes

.\
Left-division	of	arrays

/
Right-division	of	matrixes

./
Right-division	of	arrays

.’ Transpose	of	matrixes	and	vectors ‘ Transpose	of	plural	matrixes

Table	2.7 	Relational	operators

Operator Instruction Operator Instruction

>
Greater	than < Less	than

>=
Greater	than	or	equal	to <= Less	than	or	equal	to

==
Equal	to

~=
Unequal	to

Table	2.8 	Logical	operators

Operator Instruction Operator Instruction

& And
|

Or

~
Non xor Xor

&& Prerequisite	and
||

Prerequisite	or

The	order	of	the	calculation	in	MATLAB	is	the	same	order	as	the	general
mathematical	evaluation:	the	expression	is	executed	from	left	to	right,	and	if



there	are	parentheses,	the	expression	in	parentheses	is	calculated.	The	priorities
of	operators	are	shown	in	the	following	Table	2.9.

Table	2.9 	Operators	priorities	in	MATLAB

Priority Operator

High matrix	transposition	(.’),	conjugate	transpose	(‘),	Power	of	matrixes	(^),	Power	of	arrays	(.^)

Logic	non	(~)

Multiplication	of	arrays	(.*),	Multiplication	of	matrixes	(*),	Left	and	right	division	of	arrays(.\,
.),	Left	and	right	division	of	matrixes(\,	)

Plus	and	minus	(+,	−)

Low The	colon	operation	(:)

The	class	of	equal	(<,	<=,	>,	>=, ==,	~=)
Logic	and	(&)

Logic	or	(|)

Prerequisite	and	(&&)

Prerequisite	or	(||)

2.3.3	 Important	Variables	and	Constants
Variables	can	save	the	intermediate	results	and	numerical	information,	such	as
the	output	variable	naming	rules	and	some	common	in	MATLAB	programming
language	like	(begin	with	a	letter	and	may	contain	numbers,	underscores,	and
letters,	but	it	cannot	contain	spaces),	and	the	variable	names	are	case	sensitive.
In	MATLAB,	there	is	no	need	to	specify	the	type	of	variable,	and	the	system	can
determine	the	data	type	of	the	variable	automatically	based	on	the	value	of	the
expression	or	the	value	of	the	input.	However,	if	use	the	same	name	as	the
previously	defined	variable,	the	original	variable	will	be	automatically
overridden	and	the	system	will	not	give	an	error	message.	When	using	variables,
consciously	avoid	repetition,	and	do	not	have	the	same	name	as	some	internal
variables	and	reserved	words.	Table	2.10	presents	some	important	internal
variables	and	constants.

Table	2.10 	List	of	internal	variables	in	MATLAB

Special	variables Instruction

ans Output	variable

pi Circumference

Inf	or	inf Infinity,	like	1/0

NaN	or	nan Not	quantitatively,	like	0/0



NaN	or	nan Not	quantitatively,	like	0/0

I	and	j Unit	virtual	value

eps The	relative	precision	of	floating	point	operations

realmax The	largest	positive	floating-point	number

realmin The	smallest	positive	floating-point	number

nargin The	number	of	input	parameters	of	functions

nargout The	number	of	output	parameters	of	functions

lasterr Recent	error	information

lastwarning Recent	warning	information

computer Computer	type

version MATLAB	version

2.3.4	 Number	Representation
In	MATLAB,	the	values	are	used	in	the	decimal	system	and	they	are	expressed
in	double	precision	by	default.	This	is	consistent	with	the	general	mathematical
representation.	When	define	other	type	variables,	it	needs	to	specify	the	data
type	of	the	variable	first,	or	convert	the	double-precision	floating-point	number
to	the	specified	data	type	though	a	conversion	function.	Commonly	used
numerical	conversion	functions	are	shown	in	Table	2.11.

Table	2.11 	Common	numerical	conversion	functions

Function	name Instruction

double Convert	to	data	of	double	precision	type

single Convert	to	data	of	single	precision	type

int8,	int16,	int32,	int64 Convert	to	signed	integer	data

uint8,	uint16,	uint32,	uint64 Convert	to	unsigned	integer	data

dec2hex Convert	decimal	number	to	hexadecimal	number

hex2dec Convert	hexadecimal	number	to	decimal	number

hex2num Convert	hexadecimal	number	to	double—precision	floating-point	number

int2str Convert	integer	to	string

num2str Convert	number	to	string

mat2str Convert	matrix	to	string

The	complex	is	an	extension	of	the	real	number.	In	MATLAB,	the	complex
numbers	are	expressed	in	the	same	form	of	mathematics,	with	the	characters	i



and	j	representing	the	imaginary	part.	We	can	also	use	the	complex	function	to
define	them.	Commonly	used	complex	functions	are	presented	in	Table	2.12.

Table	2.12 	Common	complex	functions

Function	name Instruction

real Give	a	real	part	of	a	complex	number

image Give	the	imaginary	part	of	a	complex	number

abs Give	the	module	of	a	complex	number

angle Give	the	amplitude	of	a	complex	number	in	radians

conj Give	the	conjugate	of	a	complex	Number

complex Give	a	complex	number	that	is	created	using	real	and	imaginary	numbers

2.3.5	 Flow	Control
As	with	other	programming	languages,	MATLAB	provides	a	statement	for
process	control,	that	is,	flow	control.	As	shown	in	Table	2.13.

Table	2.13 	Methods	of	process	control

Statement Standard
format

Instruction

if The	sequence	of	commands	must	be	conditional	on	the	test	of	the	relationship.
Statements	can	be	used	to	implement	multi-branch	structures,	and	if	elseif	uses	too
many	layers,	consider	switching	to	switch	statements	instead

for Allow	a	set	of	commands	to	be	repeated	at	fixed	and	scheduled	times.	Increment
is	the	specified	step	length	and	the	default	is	1.	It	can	be	nested

while It	repeats	a	set	of	commands	with	an	unfixed	number	of	times.	Commands	are
executed	only	if	expression	is	true.	It	can	be	nested

switch The	branching	structure	of	multiple	choices,	according	to	the	different	values	of
expression1,	respectively	executes	different	statements.	When	the	statement	of
any	branch	is	executed,	the	next	sentence	of	the	switch	statement	is	executed
directly



try-catch The	try	statement	first	tries	to	perform	the	commands1,	and	if	commands1	is
wrong	in	the	execution,	it	goes	to	execute	commands2

break _ Terminate	the	execution	of	the	loop	and	jump	out	of	the	loop	to	continue	the	next
statement	of	the	loop	statement

continue _ Skip	the	statement	after	continue	in	the	loop	body	and	continue	the	next	cycle

return _ Cause	the	function	to	exit	normally,	and	return	the	function	that	called	it	to
continue	running

2.3.6	 Input	and	Output
MATLAB	provides	some	functions	for	the	input	and	output	of	data	during	a
program	operation,	mainly	including	data	input	function	and	data	display
function.
(1)

input	function:	to	input	a	parameter	from	the	keyboard	to	the	computer.
Call	format:	A = input(‘prompt	message’)	or	A = input(‘prompt	message’,
‘s’)

	

(2)
disp	function:	to	output	variables	in	Command	Window,	which	can	be	a
string	or	in	the	format	of	the	matrix	call:	disp(output)

	



2.4	 Graphics	and	Visualization
Visualization	is	the	theory,	method	and	technique	of	using	computer	graphics
and	image	processing	to	transform	data	into	graphics	or	images	on	the	screen
and	interact	with	them.	MATLAB	provides	a	powerful	graphical	processing	and
editing	function	that	allows	the	data	to	be	graphically	represented	so	that	users
can	visually	observe	the	relationship	between	data.
1.

Graphics	Window	
(1)

Graphics	Window	creation:	figure	function:	
figure:	create	a	new	graphics	window	with	default	attribute	values.
figure(‘PropertyName’,	PropertyValue,	…):	create	a	new	graphics	window

with	the	specified	property	value	(PropertyValue)	for	the	specified	attribute
(PropertyValue),	and	default	values	for	the	properties	that	are	not	specified.

figure(h):	If	h	is	an	existing	graphics	handle,	the	graphics	window	is	the
active	window,	which	is	the	output	of	the	image.	If	h	is	an	entire	parameter,	a
new	graphics	window	is	created,	and	the	handle	(the	title	of	the	graphics
window)	is	shown	as	h	and	the	window	is	active.

H = figure:	create	a	new	graphics	window	and	return	the	handle	H.
(2)

Graphics	Window	division:	subplot	function:	
subplot(m,	n,	p):	The	current	graphics	window	is	divided	into	 	plots,

the	area	numbers	are	numbered	according	to	row	priority,	and	the	p	area	is
selected	as	the	current	activity	area.

(3)
Graphics	Window	retaining:	hold	on	function:	



hold	on:	In	the	existing	graphics	window,	keep	the	original	graphics	(not
refresh)	and	add	new	drawing	graphics.

hold	off:	In	the	existing	graphics	window,	overwrite	the	original	graphics
(refresh)	to	add	new	drawing	graphics.

hold:	Toggle	the	status	of	the	current	graphics	window	refresh.

(4)
Other	Functions:	
set	function:	set	the	properties	of	the	graphics	object.
reset	function:	reset	the	property	of	the	graphics	object	to	their	default

values.
delete	function:	delete	a	graph	object.
gcf	function:	gets	the	handle	to	the	current	graphics	window.
clf	function:	clears	the	current	graphics	window,	and	when	it	executes	from	a

callback,	the	command	simply	deletes	the	graphics	object	whose
HandleVisibility	property	is	on.

close	function:	delete	the	specified	graphics	window.

2.
Two-dimensional	Curve	Graphics	

(1)
Basic	Plane	Figure	Function:	plot	
plot(Y):	If	Y	is	a	real	vector,	the	vector	subscript	is	the	horizontal	axis	and

the	element	value	is	the	horizontal	axis;	If	Y	is	a	real	matrix	( ),	then	the	Y

is	decomposed	into	n	column	vectors	in	the	direction	of	the	column,	drawn	by
column	elements,	and	a	total	of	n	curves;	If	Y	is	a	complex	matrix,	the	real	part
is	the	horizontal	axis,	the	imaginary	part	is	the	vertical	axis,	to	draw	many
curves.

plot(X,	Y):	If	X,	Y	is	the	same	dimensional	real	vector,	then	X	is	the
horizontal	axis,	Y	is	the	vertical	axis,	and	the	corresponding	points	are	traced	in
the	plane.	If	X,	Y	is	equal	to	the	same	dimensional	same	type	real	matrix	(

),	then	each	column	element	is	drawn	with	a	curve,	a	total	of	n	curves;	If	the	X,
Y	is	a	vector,	another	as	the	matrix,	and	the	dimensions	of	the	vector	is	equal	to
the	number	of	rows	or	columns	of	the	matrix,	the	matrix	according	to	the
direction	of	the	vector	is	decomposed	into	several	vectors,	paired	with	the	vector
and	draw	respectively,	matrix	can	be	decomposed	into	several	vectors
corresponding	to	the	lines.

plot(X1,	Y1,	X2,	Y2,	…):	take	the	data	Xi	and	Yi	in	order	to	draw.



plot(X1,	Y1,	X2,	Y2,	…):	take	the	data	Xi	and	Yi	in	order	to	draw.
plot(X1,	Y1,	‘S1’,	…):	Respectively	draw	the	curve	in	order	which	is

defined	by	three	parameters	Xi,	Yi,	‘S1’.	The	“S1”	is	a	string	of	characters	from
the	“point,”	“line”	and	“point-line	color,”	which	are	used	to	name	the	curve
(Table	2.14).

Table	2.14 	The	instruction	of	“point”,	“line”	and	“point-line	color”

Point
symbol

Instruction Line
symbol

Instruction Point-line	color
symbol

Instruction

d Rhombus
–

Thin	lines b Blue

h Hexagon
:

Imaginary	point
line

g Green

o Hollow	circle -. Point	line r Red

p Pentagon
--

Dash	line c Cyan

s Rectangle 	 	 m Magenta

x Fork	operator 	 	 y Yellow

. Solid	black	spots 	 	 k Black

+
Cross	character 	 	 w White

*
Asterisk
character

	 	 	 	

^
Upper	triangle 	 	 	 	

< Left	triangle 	 	 	 	

>
Right	triangle 	 	 	 	

v Lower	triangle 	 	 	 	

plot(X1,	Y1,	‘S1’,	‘PropertyName’,	PropertyValue,	…):	the	first	three
parameters	Xi,	Yi	and	‘S1’	are	the	same	as	the	above	definitions,	PropertyName
and	PropertyValue	indicate	the	property	name	and	attribute	value,	the	most
commonly	used	attribute	name/attribute	value	is	shown	in	Table	2.15.



Table	2.15 	Common	attribute	names	and	attribute	values	of	the	line	object

Implication Attribute	name Attribute	value

Point-line	color Color ,	each	element	in	the	RGB	tritple	can	take	any	value	in

[0,	1]

Line	style LineStyle 4	types	of	lines	are	shown	in	the	table	above

Line	width LineWidth Positive	real	number,	the	default	line	width	is	0.5

Point	style Marker 14	types	of	points	are	shown	in	the	table	above

Point	size MarkerSize Positive	real	number,	the	default	size	is	6.0

Point	boundary
color

MarkerEdgeColor ,	each	element	in	the	RGB	tritple	can	take	any	value	in

[0,	1]

Point	domain	color MarkerFaceColor ,	each	element	in	the	RGB	tritple	can	take	any	value	in

[0,	1]

(2)
Graphic	Identification	
title(‘s’):	add	the	graphics	title.
xlabel(‘s’):	add	the	name	of	the	horizontal	axis.
ylabel(‘s’):	add	the	name	of	the	vertical	axis.
text(Xi,	Yi,	‘s’):	annotate	character	in	the	specified	position	(Xi,	Yi)	of	the

graphic.
legend(‘s1’,	‘s2’,	…):	identify	legends	in	the	upper	right	corner	of	graphics.

The	number	of	strings	is	equal	to	the	number	of	curve	graphics	identifies	by	the
legends,	and	the	sequence	of	the	strings	is	the	same	as	the	sequence	of	the
different	curves.

(3)
Axis	Setting	
axis([Xmin,	Xmax,	Ymin,	Ymax]):	set	the	maximum	and	minimum	values

of	the	axis	axis	auto:	return	the	axis	system	to	the	natural	default	state
axis	equal:	let	the	horizontal	axis,	the	vertical	axis	set	to	equal	length	scale

axis	normal:	the	rectangular	axis	system	(default)
axis	square:	generate	a	square	axis	system
axis	on:	display	the	axis	system
axis	off:	cancel	the	axis	system.

(4)
Grid	and	Axis	Border	



grid:	Switch	the	state	of	the	current	grid	line
grid	on:	draw	the	grid	line	of	the	frame
grid	off:	not	draw	the	grid	line	of	the	frame	(default)
box:	switch	the	state	of	the	current	axis	border
box	on:	give	the	axis	a	border	line	(default)
box	off:	not	give	the	axis	a	border	line.

(5)
Other	Axis	Systems	Drawing	
polar	function:	polar	axis	system	drawing
semilogx	function:	single	logarithmic	axis	system	drawing
loglog	function:	double	logarithmic	axis	system	drawing
plotyy	function:	double	y-coordinate	axis	system	drawing.

3.
Three-dimensional	Curve	Graphics	

(1)
Three-dimensional	Curve	Drawing:	plot3	function	
plot3(X1,	Y1,	Z1,	‘S1’,	…):	When	X1,	Y1,	and	Z1	are	the	same	dimensional

vectors,	draw	the	three-dimensional	curves	of	X1,	Y1	and	Z1	corresponding	to
the	elements	x,	y	and	z.	When	X1,	Y1,	and	Z1	are	the	same	dimensional	matrix,
then	X1,	Y1,	and	Z1	correspond	to	the	column	elements	x,	y,	and	z,	respectively.
The	number	of	curves	is	equal	to	the	number	of	columns	in	the	matrix.	The	‘S1’
meaning	is	the	same	as	in	two	dimensions,	and	is	used	to	specify	a	string	of
points,	lines,	and	point-line	colors.

(2)
Three-dimensional	Grid:	mesh	function	
mesh(Z):	generate	the	three-dimensional	grid	determined	by	the	matrix	Z,	we

can	get	x = 1:n	and	y = 1:m	from	[m,	n] = size(Z).	The	axis	grid	generated	by	the
points	of	the	horizontal	axis	and	vertical	axis	is	that	[X,	Y] = meshgrid(x,	y),
which	means	that	Z	is	a	single-valued	function	defined	in	the	grid	partition	area.

mesh(X,	Y,	Z):	If	X	and	Y	are	vectors,	we	can	get	length(X) = n	and
length(Y) = m	from	[m,	n] = size(Z).	The	point	(X(j),	Y(i),	Z(i,	j))	is	the	focus	of
the	grid	lines,	which	mean	that	X	corresponds	the	column	of	Z	and	Y
corresponds	to	the	row	of	Z.	If	X	and	Y	are	both	matrixes,	the	point	(X(i,	j),	Y(i,
j),	Z(i,	j))	is	the	focus	of	the	grid	lines.

mesh(X,	Y,	Z,	C):	generate	the	grid	determined	by	X,	Y	and	Z,	in	which	X
controls	the	x	coordinate	and	Y	controls	the	y	coordinate.	(X,	Y)	determines	the



controls	the	x	coordinate	and	Y	controls	the	y	coordinate.	(X,	Y)	determines	the
z	coordinate	and	(X,	Y,	Z)	forms	the	grid	point	of	three-dimensional	space;	C	is
used	to	specify	the	color	of	the	grid.	When	there	is	no	need	to	draw	a	fine	three-
dimensional	surface	structure	diagram,	we	can	show	the	three-dimensional
surface	by	drawing	the	three-dimensional	grid.

(3)
Three-dimensional	Surface:	surf	function	
surf(Z):	generate	the	three-dimensional	surface	determined	by	the	matrix	Z.
surf(X,	Y,	Z):	the	data	Z	is	the	height	of	the	surface	and	is	the	matrix	of

color.	If	X	and	Y	are	both	vectors,	we	can	get	length(X) = n	and	length(Y) = m
from	[m,	n] = size(Z).	The	point	(X(j),	Y(i),	Z(i,	j))	is	the	node	on	the	surface.	If
X	and	Y	are	both	matrixes,	the	point	(X(i,	j),Y(i,	j),Z(i,	j))	is	the	focus	of	the
surface.

surf(X,	Y,	Z,	C):	draw	a	three-dimensional	surface	using	the	specified	color
C.

4.
Drawing	of	Special	Graphics	
In	addition	to	the	drawing	of	ordinary	graphics,	MATLAB	also	provides	a

series	of	functions	for	drawing	special	graphics,	as	shown	in	Table	2.16.

Table	2.16 	Drawing	functions	of	special	graphics

Function Instruction Function Instruction

stem Two-dimensional	discrete	data
graph

stem3 Three-dimensional	discrete	data	graph

bar/barh Two-dimentional	vertical
histogram/horizontal	histogram

bar3/bar3h Three-dimentional	vertical	histogram/horizontal
histogram

pie Pie	chart pie3 Three-dimentional	pie	chart

comet Two-dimensional	comet	map comet3 Three-dimensional	comet	map

quiver Two-dimensional	gradient	field quiver3 Three-dimensional	gradient	field

contour Two-dimensional	contour	line contour3 Three-dimensional	contour	line

fill Fill	the	graphic fill3 Fill	the	three-dimensional	graphic

area Regional	figure sphere Draw	the	sphere

hist Probability	distribution	map cylinder Draw	the	cylinder

stairs Ladder	graphic waterfall Waterfall	figure

errorbar Error	figure feather The	vector	diagram	that	diverges	from	the	point
at	which	the	horizontal	line	is	evenly	spaced

rose Probability	distribution	in	polar compass The	vector	diagram	that	diverges	from	the	pole



rose Probability	distribution	in	polar
coordinates

compass The	vector	diagram	that	diverges	from	the	pole
in	polar	coordinates

5.
Animation	Production	
Animation	production	can	carry	on	physical	simulation,	digital	simulation

and	so	on,	is	very	meaningful.	MATLAB	provides	two	animation	methods:

(1) Movie	mode:	preserve	a	set	of	images	in	the	image	buffer,	and	then	play	the
group	by	frame.	Because	the	human	vision	has	a	short	stay,	then	produce	an
animation	effect.	This	method	computes	a	large	amount	of	memory	and	is
suitable	for	complex	objects.	Basic	steps	to	make	a	movie	animation:

①
Call	the	getframe	function	capture	graphs,	which	is	stored	in	an
array	of	frames.

	
②

Call	the	movie	function	to	play	the	movie	animation	at	the
specified	speed	and	number	of	times.

	

	
(2)

Object	mode:	to	keep	most	of	the	pixel	color	in	the	graphics	window,	but
only	change	the	color	of	some	pixels	to	make	up	the	motion	image.	This
method	can	be	applied	to	situations	where	there	is	less	variation	and	less
graphic	accuracy,	which	means	no	complex	animation	can	be	produced.
Basic	steps	of	making	object	animation:

①
Draw	the	motion	trajectory	graph	of	the	active	object. 	

②
Calculate	the	new	location	of	the	active	object	and	display	it	in
the	new	location	and	set	EraseMode	to	be	in	the	mode	of	xor.

	
③

Erase	the	original	object	and	refresh	the	screen. 	

	

2.5	 The	Image	Processing	Toolbox
2.5.1	 The	Image	Processing	Toolbox:	An	Overview
MATLAB	is	an	advanced	programming	language	based	on	an	array	rather	than	a



MATLAB	is	an	advanced	programming	language	based	on	an	array	rather	than	a
scalar,	so	it	essentially	provides	support	for	the	image.	The	digital	image	is
actually	a	set	of	discrete	and	ordered	data,	and	MATLAB	can	be	used	to	deal
with	the	matrix	of	discrete	data.	The	relevant	toolkits	of	image	processing
include:

(1)
Image	Acquisition	Toolbox	

(2)
Image	Processing	Toolbox 	

(3)
Signal	Processing	Toolbox 	

(4)
Wavelet	Toolbox 	

(5)
Statistics	Toolbox 	

(6)
Bioinformatics	Toolbox 	

The	image	processing	functions	in	MATLAB	are	mainly	included	in	the
Image	Processing	Toolbox.	The	IPT	is	constituted	of	functions	which	support	a
series	of	image	processing	and	operations,	these	operations	mainly	include
image	geometry	transform,	neighborhood	and	block	operation,	linear	filtering,
filtering	design,	image	transformation,	image	analysis,	image	enhancement,
mathematical	morphology	processing,	image	smoothing	and	region	of	interest
(ROI)	operation.

2.5.2	 Essential	Functions	and	Features
All	the	functions	in	the	image	processing	toolbox	are	M-files,	which	can	be
checked	by	typing	function_name.	Also,	we	can	extend	the	toolbox	through
coding	MATLAB	functions	by	ourselves.	Some	common	image	processing
functions	are	shown	in	Tables	2.17,	2.18,	2.19,	2.20,	2.21,	2.22,	2.23,	2.24,	2.25,
2.26,	2.27,	2.28,	2.29,	2.30,	2.31	and	2.32.

Table	2.17 	Image	display	functions

Function Instruction Function Instruction

colorbar Display	the	bar	of	colors imcountour Shows	an	outline	of	an	image

getimage Obtain	the	data	of	an	image	from	the
coordinate	axis

immovie Create	a	movie	animation	with
multiple	frames



montage Multiple	images	are	displayed
simultaneously

imshow Display	all	kinds	of	images

image display	an	image truesize Resize	the	size	of	the	display	of
images

imagesc Display	a	brightness	image zoom The	image	area	is	shrunk	or	enlarged

subimage Display	multiple	images	in	a	graphics
window

warp Display	the	image	to	the	surface	of	the
texture	map

Table	2.18 	The	input/output	functions	of	image	files

Function Instruction

imread Read	the	image	file

imwrite Output	the	image	file

imfinfo View	the	information	of	the	image	file

Table	2.19 	Image	geometry	operation	functions

Function Instruction Function Instruction

imcrop Image	clipping imrotate Image	rotation

imresize Image	resizer interp2 Two-dimentional	data	interpolation

Table	2.20 	Image	pixel	values	and	statistical	functions

Function Instruction Function Instruction

corr2 Calculate	Two-dimensional	correlation
coefficients	of	two	image	matrixes

improfile Calculate	the	pixel	value	of	a
path	in	the	image

std2 Calculate	the	standard	deviation	of	the	image
matrix

impixel Display	the	pixel	color	value
of	the	selected	image

mean2 Calculate	the	mean	of	the	image	matrix imcontour Show	the	outline	of	the	image

imfeature Calculate	the	feature	size	of	the	image	area imhist Display	the	histogram	of	the
image

Table	2.21 	Image	analytic	functions

Function Instruction Function Instruction

edge Image	edge	detection qtgetblk Get	the	value	of	the	quadtree	decomposition	block

qtdecomp Image	quadtree	decomposition qtsetblk Set	the	value	of	the	quadtree	decomposition	block

Table	2.22 	Image	enhancement	functions

Function Instruction Function Instruction

histeq Histogram	equalization medfilt2 Two-dimensional	median	filtering



histeq Histogram	equalization medfilt2 Two-dimensional	median	filtering

imadjust Contrast	adjustment ordfilt2 Two-dimensional	sequential	statistical	filtering

imnoise Add	image	noise wiener2 Two-dimensional	adaptive	de-noising	filtering

Table	2.23 	Linear	filtering	functions

Function Instruction Function Instruction

conv2 Two-dimensional	convolution convn Multidimensional	convolution

convmtx2 Calculate	the	two-dimensional	convolution
matrix

filter2 Two-dimensional	linear
filtering

Table	2.24 	Two-dimensional	linear	filtering	design	functions

Function Instruction Function Instruction

fspecial Produce	a	predefined	filter ftrans2 The	two-dimentional	FIR	filter	designed
by	frequency	conversion

freqz2 Calculate	the	two-dimensional	frequency
response

fwind1 The	two-dimentional	FIR	filter	designed
by	a	one-dimensional	window

fsamp2 The	two-dimentional	FIR	filter	designed
by	frequency	sampling

fwind2 The	two-dimentional	FIR	filter	designed
by	a	two-dimensional	window

freqspace Determine	the	interval	of	the	two-
dimensional	frequency	response

fsample Generate	the	filter

Table	2.25 	Image	transformation	functions

Function Instruction Function Instruction

dct Calculate	the	discrete	cosine
transform

fft2 Calculate	the	two-dimensional	fast	Fourier
transform

dct2 Calculate	the	two-dimensional
discrete	cosine	transform

fftn Calculate	the	multidimensional	fast	Fourier
transform

dctmtx Calculate	the	discrete	cosine
transform	matrix

fftshift Move	the	dc	component	to	the	center	of	the
spectrum

dctmtx2 Calculate	the	two-dimensional
discrete	cosine	transform	matrix

idct Calculate	the	inverse	transformation	of	the
discrete	cosine	transform

radon Calculate	the	Radon	transform	of	the
image	at	the	specified	angle

idct2 Calculate	the	inverse	transformation	of	the
two-dimensional	discrete	cosine	transform

iradon The	inverse	transformation	of	Radom ifftn Calculate	the	inverse	transformation	of
multidimensional	fast	Fourier	transform

Table	2.26 	Image	neighborhood	and	block	operation	functions

Function Instruction Function Instruction



blkproc Blockoing	of	images col2im The	matrix	columns	do	the	rearrangement	of
image	blocks

bestblk Determine	the	size	of	the	block
operation

colfilt Use	colunmn	functions	to	do	operations	of
domains

nlfilter Do	operations	of	general	fields im2col Images	are	rearranged	by	matrix	columns

Table	2.27 	Operation	functions	of	binary	images

Function Instruction Function Instruction

makelut Create	lookup	tables Bwmorph Morphological	operation	of	binary
images

applylut Use	lookup	tables	for	domain	operations Bwperim Extract	the	target	boundary	of
binary	images

bwarea Calculate	the	area	of	the	target	region	of	the
binary	image

Bwselect Determine	the	target	of	the	binary
image

bweuler Calculate	the	euler	number	of	the	binary	image imdilate Expansion	operation	of	binary
images

bwlabel Mark	different	targets	in	the	image imerode Erosion	operation	of	binary
images

Table	2.28 	Image	processing	functions	based	on	the	region

Function Instruction Function Instruction

rolpoly Select	the	polygonal	region	to	be
processed

roifill Fast	interpolation	of	the	target	region

roifilt2 Filter	the	image	target	region roicolor Select	the	target	region	according	to	the
color

Table	2.29 	Operation	functions	of	color	images

Function Instruction Function Instruction

brighten Increase	or	decrease	the	brightness
of	the	color	image

imapprox Approximate	the	index	image	with	the	less
color	image

cmpermute Rearrange	colors	of	the	color	image rgbplot Draw	the	RGB	color	image

colomap Get	the	current	color	image comunique Find	the	specific	color	and	the
corresponding	image	in	the	color	image

Table	2.30 	Conversion	functions	of	color	space

Function Instruction Function Instruction

hsv2rgb Convert	the	HSV	value	to	RGB	color
space

rgb2ntsc Convert	the	RGB	value	to	NTSC	color
space



ntsc2rgb Convert	the	NTSC	value	to	RGB	color
space

rgb2ycbcr Convert	the	RGB	value	to	YCBCR	color
space

rgb2hsv Convert	the	RGB	value	to	HSV	color
space

ycbcr2rgb Convert	the	YCBCR	value	to	RGB	color
space

Table	2.31 	Image	types	and	conversion	functions	of	types

Function Instruction Function Instruction

dither Transform	the	image	with	the	dithering
method

im2bw Convert	the	image	to	a	binary	image

gray2ind Convert	the	grayscale	image	to	an	index
image

im2double Convert	the	image	matrix	to	double

grayslice Convert	the	grayscale	image	to	an	index
image

im2unit8 Convert	the	image	matrix	to	uint8

isbw Judge	if	it	is	a	binary	image im2unit16 Convert	the	image	matrix	to	uint16

isgray Judge	if	it	is	a	grayscale	image ind2gray Convert	the	index	image	to	a	grayscale
image

isind Judge	if	it	is	an	index	image ind2rgb Convert	the	index	image	to	a	RGB
image

isrgb Judge	if	it	is	a	RGB	image rgb2ind Convert	the	RGB	image	to	an	index
image

mat2gray Convert	the	matrix	to	a	grayscale	image rgb2gray Convert	the	RGB	image	to	a	grayscale
image

Table	2.32 	Demonstraction	functions	of	image	processing

Function Instruction Function Instruction

dctdemo Image	compression	demonstration	of	two-
dimensional	DCT

Landsatdemo Demonstration	of	Terrestrial
satellite	color	synthesis

edgedemo Edge	detection	demonstration nrfiltdemo Demonstration	of	noise
elimination	filtering

firdemo Two-dimensional	FIR	filters	and	filter
demonstration

qtdemo Quadtree	decomposition
demonstration

imadjdemo Demonstration	of	grayscale	and	adjustment
and	histogram	equalization

roidemo Demonstration	of	specific
region	handling

2.5.3	 Displaying	Information	About	an	Image	File
In	image	processing,	the	imfinfo	function	is	used	to	obtain	the	details	of	the
image	file,	and	the	file	information	may	be	different	according	to	the	different
types	of	files.	But	no	matter	what	type	of	the	image	file,	the	file	information
must	contain	the	file	name	(path),	the	file	format,	the	version	number	of	the	file



must	contain	the	file	name	(path),	the	file	format,	the	version	number	of	the	file
format,	the	modified	time,	the	size	of	the	file,	the	width	of	the	image	(pixels),	the
length	of	the	image	(pixels),	the	number	of	bits	of	each	pixel,	the	type	of	the
image,	and	so	on.	The	specific	invoking	format	is	as	follows:

info = imfinfo(filename,	fmt);
info = imfinfo(filename).
Info	is	the	returned	structure,	which	includes	the	specific	information	of	the

image	file.	The	parameter	filename	is	the	string	which	assigns	the	name	of	the
image	file,	and	the	parameter	fmt	is	the	string	that	specifies	the	file	format.	The
file	must	be	in	the	current	directory	or	the	path	of	MATLAB,	and	if	imfinfo
cannot	find	a	file	named	filename,	then	it	will	look	for	the	file	named
filename.fmt	(Table	2.33).

Table	2.33 	File	formats

Format Instruction Format Instruction

‘bmp’ Windows	bitmap ‘pgm’ Portable	grayscale	image

‘cur’ Windows	cursor	resources ‘png’ Portable	grid	image

‘gif’ Graphics	interchange	format ‘ppm’ Portable	pixel	map

‘ico’ Windows	chart	resources ‘ras’ Sun	grating

‘jpg’/‘jpeg’ Static	image	compression	standard ‘tif’/‘tiff’ The	format	of	marked	image	files

‘pbm’ Portable	bitmap ‘hdf’ The	format	of	hierarchical	data

‘pcx’ windows	paintbrush ‘xwd’ X	Windows	heap

If	the	parameter	filename	is	a	TIFF,	HDF,	ICO,	GIF	or	CUR	file,	and	be
contained	in	more	than	one	image,	info	is	an	element	of	an	array	of	structures	(a
single	structure)	for	each	image.

2.5.4	 Reading	an	Image	File
In	image	processing,	the	imread	function	is	used	to	read	image	data.	In	brief,	the
data	of	the	image	file	is	a	two-dimensional	array,	which	stores	the	color	index	or
color	value	of	each	pixel	in	images.

A = imread(filename,	fmt)	read	a	grayscale	or	color	image	named	filename
into	A.	If	the	file	contains	a	grayscale	image,	it	is	a	two-dimensional	array;	if	the
file	contains	a	true	color	(RGB)	image,	it	is	a	three-dimensional	array	(

).	Filename	is	a	string	that	specifies	the	name	of	the	image	file	and	the

string	fmt	specifies	the	format	of	the	image	file.	If	the	image	file	is	not	in	the
current	directory	or	the	path	of	MATLAB,	we	need	to	specify	the	name	of	the



full	path	of	the	image	file	on	the	system.
[X,	map] = imread(filename,	fmt)	reads	the	index	image	in	filename	to	X	and

reads	the	associated	color	map	to	map,	whose	value	will	be	rezoomed	in	the
interval	[0,	1].

[…] = imread(filename)	trys	to	infer	its	format	from	the	contents	of	the	file.
[…] = imread(URL,	…)	reads	the	image	from	an	Internet	URL.
[…] = imread(…,	Param1,	Val1,	Param2,	Val2,	…)	uses	parameter	values	to

control	the	read	operation.

2.5.5	 Data	Classes	and	Data	Conversions
In	MATLAB,	the	image	is	represented	by	one	or	more	matrix,	and
MATALAB’s	powerful	matrix	operation	can	be	applied	to	the	image
completely,	and	the	syntax	applicable	to	matrix	operations	is	also	applicable	to
the	image.	The	default	image	data	type	supported	in	the	image	processing
toolbox	is	the	unsigned	8-bit	integer	(uint8),	that	is,	each	data	in	the	image
matrix	occupies	one	byte.	However,	many	matrix	operations	do	not	support
types	other	than	double	precision	type	(double).	In	this	case,	the	built-in	image
data	type	conversion	function	in	the	image	processing	toolbox	can	be	used,	and
functions	for	conversion	of	data	types	are:

(1)
im2uint8:	convert	the	input	image	data	(logical,	uint16,	double)	into
the	type	of	unit8.

	
(2)

im2uint16:	convert	the	input	image	data	(logical,	uint8,	double)	into
the	type	of	unit16.

	
(3)

im2double:	convert	the	input	image	data	(logical,	uint8,	uint16)	into
the	type	of	double.

	
(4)

im2bw:	convert	input	image	data	(uint8,	uint16,	double)	into	the	type
of	logical	(binary	image).

	
(5)

mat2gray:	convert	input	image	data	(double)	into	the	type	of
normalized	double	(range	[0,	1]).

	

The	image	types	supported	by	the	image	processing	toolbox	include	binary
image,	grayscale	image,	true	color	image,	index	image	and	multi-frame	image
(video).

1.



1.

Binary	Image:	The	binary	image	is	also	called	black	and	white	image,	and
each	pixel	in	the	image	has	only	two	gray	values	(black	or	white),	or	the
pixel	value	of	the	binary	image	is	0	or	1.

	

2.
Grayscale	Image:	further	add	many	color	depths	between	black	and	white
into	the	binary	image,	which	constitute	the	grayscale	image.	Each	pixel	of
the	grayscale	image	is	a	quantified	gray	value.	If	the	pixel	of	the	grayscale
image	is	the	type	of	unit8,	the	range	of	the	pixel	is	[0,	255];	if	the	pixel	of
the	grayscale	image	is	the	type	of	unit16,	the	range	of	the	pixel	is	[0,
65,535].

	

3.
True	Color	Image:	the	RGB	image.	The	colors	of	each	pixel	are	composed
of	red	(R),	green	(G),	blue	(B),	so	a	RGB	image	whose	size	is	

requires	a	three-dimensional	matrix	( )	to	store.	The	true	color

image	can	be	stored	in	double	precision,	and	the	range	of	the	brightness
value	is	[0,	1].	The	common	method	of	storage	is	unsigned	integer,	and	the
range	of	the	brightness	value	is	[0,	255].

	

4.
Index	Image:	The	index	image	is	the	image	whose	pixel	value	is	as	the
subscript	of	the	RGB	palette.	The	index	image	contains	two	matrices,	the
image	data	matrix	and	the	palette	(also	known	as	the	color	map)	matrix.
Palette	is	the	color	image	matrix	which	has	three	columns	and	a	number	of
lines.	Each	row	of	the	matrix	represents	a	kind	of	color,	with	three	columns
represent	the	intensity	of	red,	green,	and	blue	colors	of	doubles,	forming	a
particular	color.	The	color	intensity	of	the	palette	in	MATLAB	is	[0,	1].	0	is
the	darkest,	and	1	is	the	brightest.	The	image	data	is	uint8	or	double.

	

5.
Multi-frame	Image	Sequence	(Video):	The	image	processing	toolbox
supports	connecting	multi-frame	images	to	image	sequences.	The	image
sequence	is	a	4-dimensional	array,	and	the	sequence	number	of	the	image
frame	constitutes	the	fourth	dimension	after	the	height,	width	and	color
depth	of	the	image.	You	can	use	the	cat	function	to	merge	the	scattered
images	into	the	image	sequence,	provided	that	the	image	size	must	be	the
same,	and	if	it	is	an	index	color	image,	the	palette	must	be	the	same.

	

By	default,	MATLAB	will	store	most	of	the	data	in	the	type	of	double	to
ensure	the	accuracy	of	operation.	There	is	a	large	space	overhead	for	the	data
type	of	image.	Sometimes	we	have	to	convert	the	image	storage	format	when
using	some	image	processing	functions.	MATLAB	provides	many	functions	of



using	some	image	processing	functions.	MATLAB	provides	many	functions	of
image	type	conversion:	(1)	dither	function:	enhance	the	color	resolution	of	the
output	image	by	color	jitter.	This	function	can	convert	the	RGB	image	to	an
index	image	or	convert	the	grayscale	image	to	a	binary	image.

X = dither(RGB,	map):	The	true	color	image	RGB	is	dithered	to	an	index
image	X	by	the	specified	color	map.

X = dither(RGB,	map,	Qm,	Qe):	An	index	image	is	generated	from	an	RGB
image.	The	parameter	Qm	represents	the	quantized	number	of	color	graphs	along
each	color	axis,	and	Qe	represents	the	quantification	of	the	error	in	the	color
space	calculation.	If	Qe	is <Qm,	then	no	jitter	is	performed,	returning	an	index
image	without	jitter.	The	default	value	is	Qm = 5,	and	Qe = 8.

BW = dither(I):	jitter	the	grayscale	image	I	into	a	binary	image	BW.
(2)	gray2ind	function:	convert	the	grayscale	image	to	an	index	image.
[X,	map] = gray2ind(I,	n):	convert	the	grayscale	image	I	to	an	index	image	X

in	accordance	with	the	specified	grayscale,	the	color	map	is	gray(n),	and	the
default	value	of	n	is	64.

(3)	grayslice	function:	convert	the	grayscale	image	to	an	index	color	image
by	setting	the	threshold	value.

X = grayslice(I,	n):	The	grayscale	image	I	is	quantized	uniformly	into	n
grades	and	converts	to	an	index	image.

X = grayslice(I,	v):	According	to	the	specified	threshold	vector	v	(each
element	is	between	0	and	1),	the	range	of	the	image	I	is	divided	into	the	index
image	X.

(4)	im2bw	function:	The	grayscale	image,	index	image	and	true	color	image
are	converted	to	binary	images	by	setting	threshold	values.

BW = im2bw(I,	level):	convert	the	grayscale	image	I	to	a	binary	image	BW
based	on	the	normalized	threshold	level.

BW = im2bw(X,	map,	level):	convert	the	index	image	X	to	a	binary	image
BW	based	on	the	normalized	threshold	level.

BW = im2bw(RGB,level):	convert	the	RGB	image	to	a	binary	image	BW
based	on	the	normalized	threshold	level.

(5)	ind2gray	function:	convert	the	index	image	to	a	grayscale	image.
I = ind2gray(X,	map):	convert	the	index	image	X	with	the	color	map	to	a

grayscale	image	I	and	return	the	same	image	as	the	storage	type	of	the	original
image.

(6)	ind2rgb	function:	convert	the	index	image	to	a	true	color	image.
RGB = ind2rgb(X,	map):	convert	the	index	image	with	the	color	map	to	a

true	color	image	RGB	and	return	the	RGB	image	to	the	type	of	double.
(7)	mat2gray	function:	convert	the	data	matrix	into	a	grayscale	image	using

the	normalized	method.



the	normalized	method.
I = mat2gray(A,	[amin	amax]):	convert	the	data	matrix	A	to	a	grayscale

image	I	according	to	the	specified	value	interval	[amin	amax],	in	which	amin
corresponds	to	0	(darkest),	and	amax	corresponds	to	1	(brightest).

I = mat2gray(A):	The	smallest	element	in	A	is	amin,	and	the	largest	element
is	amax,	which	converts	A	to	a	grayscale	image	I.

(8)	rgb2gray	function:	convert	the	true	color	image	to	a	grayscale	image.
I = rgb2gray(RGB):	convert	the	RGB	image	to	a	grayscale	image	I,	and

return	the	image	to	the	storage	type	of	the	original	image.
newmap = rgb2gray(map):	convert	the	color	map	to	the	grayscale,	and	the

types	of	input	and	output	are	double.
(9)	rgb2ind	function:	convert	the	true	color	image	to	an	index	image.
[X,	map] = rgb2ind(RGB,	n):	Using	the	minimum	variance	quantization

method,	the	RGB	image	is	converted	to	an	index	image,	and	n	is	the	number	of
colors	in	the	color	map.

X = rgb2ind(RGB,	map):	The	RGB	is	converted	to	an	index	image	with	a
color	map	by	matching	the	color	of	the	RGB	with	the	most	similar	color	in	the
color	map.

2.5.6	 Displaying	the	Contents	of	an	Image
The	image	processing	toolbox	in	MATLAB	provides	special	functions	for	the
display	of	image	files,	common	functions	include:	1.	colorbar	function:	diplay
the	color	bar

colorbar	updates	the	color	bar	to	the	right	of	the	current	coordinate	axis.	If
there	is	no	color	bar,	the	right	side	of	the	current	axis	will	display	a	vertical	color
bar.

colorbar(‘off’),	colorbar(‘hide’),	colorbar(‘delete’):	delete	all	the	color	bars
of	the	current	coordinate	axis.

colorbar(‘vert’):	add	a	vertical	color	bar	to	the	current	axis.
colorbar(‘horiz’):	add	a	horizontal	color	bar	to	the	current	axis.
colorbar(…,’peer’,	axes_handle):	generate	the	color	bar	associated	with	the

axes-handle	to	substitute	the	current	axis.
2.	image	function:	display	the	image
image(C):	show	the	matrix	C	as	the	image.	Each	element	in	C	defines	the

color	of	the	image.	C	can	be	an	 	order	matrix,	or	an	array	of	 .

image(x,	y,	C):	where	x	and	y	are	vectors	of	two	elements	that	specify	C	(1,
1)	and	C	(m,	n).

image(x,	y,	C,	‘PropertyName’,	PropertyValue,	…):	draw	image	C	in	the
specified	position	x	and	y	with	the	specified	attribute	name	and	attribute	value



specified	position	x	and	y	with	the	specified	attribute	name	and	attribute	value
pair.

3.	imagesc	function:	zoom	out	the	image	data	to	make	it	in	the	interval	of	the
current	color	image	and	display	the	image.

imagesc(C):	show	the	matrix	C	as	an	image.	Each	element	in	C	corresponds
to	a	rectangular	area	in	the	image,	and	each	element	in	C	is	a	pointer	to	the
current	color	map,	and	the	current	color	map	determines	the	color	of	each	block.

imagesc(x,	y,	C):	display	the	matrix	C	as	an	image	and	specify	the	range	of
the	coordinate	axis	through	vector	x	and	y.

imagesc(…,	clims):	normalize	the	value	in	C	to	be	in	the	range	specified	by
clims,	and	C	is	displayed	as	an	image.	The	parameter	clims	is	a	vector	of	one	or
two	elements,	limiting	the	range	of	data	values	in	C.	These	values	are	mapped	to
the	full	range	of	the	current	color	map.

4.	imshow	function:	display	the	image.
imshow(I):	use	a	grayscale	system	palette	(R = G = B)	to	display	the

grayscale	image	I.	In	most	cases,	grayscale	images	are	rarely	saved	with	the
color	image	table.	However,	when	displaying	grayscale	images,	MATLAB	uses
the	system’s	predefined	default	grayscale	color	image	table	in	the	backstage.

imshow(I,	[low	high]):	show	the	grayscale	image	I	with	a	specified	grayscale
range	[low	high].	The	grayscale	value	in	the	image	is	equal	to	or	lower	than	the
low	is	shown	as	black.	The	grayscale	value	greater	than	or	equal	to	high	is
shown	as	white.	The	grayscale	value	between	low	and	high	is	shown	as	the
default	value	of	the	gray	level.	If	an	empty	matrix	([])	is	used	to	replace	[low
high],	the	function	will	use	[min(I(:))	max(I(:))]	to	replace,	which	means	that	the
minimum	value	in	I	is	shown	as	black	and	the	maximum	is	shown	as	white.

imshow(RGB):	display	the	true	color	image	RGB.
imshow(BW):	display	the	binary	image	BW,	where	pixel	0	is	black	and	pixel

1	is	white.
Imshow(X,	map):	display	the	index	image	X	with	the	specified	color	map,	in

which	the	map	is	a	data	matrix	of	 ,	and	each	row	represents	the	color	value

of	red,	green	and	blue,	whose	brightness	is	in	the	range	of	[0,	1].
imshow(filename):	display	an	image	stored	in	the	image	file	named

filename.	This	file	must	contain	images	that	can	be	read	using	imread	or
dicomread	functions.	The	imshow	function	calls	the	imread	or	dicomread
function	to	read	the	image	from	the	file,	but	does	not	store	the	image	data	in	the
MATLAB	workspace.	If	this	file	contains	multiple	images,	the	imshow	function
displays	the	first	image	of	the	file.	This	file	must	be	in	the	current	directory	or
the	MATALAB	path	(Fig.	2.3).



Fig.	2.3 	Display	an	image	and	use	the	pixel	region	tool	to	explore	the	content	of	the	image

2.5.7	 Exploring	the	Contents	of	an	Image
MATALAB	provides	the	imtool	function	for	more	careful	observation	of	the
image.	Not	only	the	function	of	displaying	images	such	as	the	imshow	function,
but	also	the	Pixel	Region	tool,	Image	Information	tool,	Adjust	Contrast	tool	and
some	other	tools.	These	tools	can	also	be	used	by	direct	access	library	functions
impixelinfo,	imageinfo,	and	imcontrast.

imtool	opens	a	new	image	tool	using	the	menu	option	“File”	to	open	or
import	an	image	selected	from	Workspace	Window	to	display	the	image.

imtool(I):	display	the	grayscale	image	I.
imtool(I,	[low,	high]):	diplay	the	grayscale	image	I	with	a	specified	grayscale

range	[low,	high].	The	grayscale	value	in	the	image	which	is	equal	to	or	lower
than	low	will	be	shown	as	black.	The	grayscale	value	which	is	greater	than	or
equal	to	high	will	be	shown	as	white.	The	grayscale	value	between	low	and	high
is	shown	as	the	default	value	of	the	gray	level.

imtool(RGB):	display	the	true	color	image	RGB.
imtool(BW):	display	the	binary	image	BW,	where	pixel	0	is	black	and	pixel	1
is	white.
imtool(X,	map):	display	the	index	image	X	with	the	specified	color	map.



imtool(X,	map):	display	the	index	image	X	with	the	specified	color	map.
imtool(filename):	display	an	image	stored	in	the	image	file	named	filename.
This	file	must	contain	images	that	can	be	read	using	the	imread	or	dicomread
functions.	The	imtool	function	calls	the	imread	or	dicomread	function	to	read
the	image	from	the	file,	but	does	not	store	the	image	data	in	the	MATLAB
workspace.	If	this	file	contains	multiple	images,	the	imtool	function	displays
the	first	image	of	the	file.	This	file	must	be	in	the	current	directory	or	the
MATALAB	path.

2.5.8	 Writing	the	Resulting	Image	onto	a	File
In	image	processing,	the	imwrite	function	is	used	to	write	image	data	to	the
image	file	and	store	it	on	disk.	The	specific	invocation	formats	are	as	follows:
imwrite(A,	filename,	fmt):	use	the	format	specified	by	fmt	to	write	the	images	in
A	to	the	file	filename.	A	can	be	a	grayscale	image	( )	or	a	true	color

image.	The	parameter	filename	is	a	string	that	specifies	the	output	filename	and
does	not	allow	empty	image	data.	The	possible	value	of	the	parameter	FMT	is
determined	by	the	MATLAB	file	format.

imwrite(X,	map,	filename,	fmt):	write	the	index	image	of	X	and	their
associated	color	map	to	the	file	filename.	The	file	format	is	specified	by	fmt.	If
X	is	a	uint8	or	uint	16	format,	the	function	imwrite	writes	the	actual	value	of	the
array	to	the	file.	If	X	is	a	double	precision	type,	then	the	function	imwrite	makes
the	value	in	the	array	on	the	bias	before	using	uint8(X	−	1)	to	write	the	data.	The
parameter	map	must	be	a	MATLAB	color	map.	Note	that	most	image	file
formats	do	not	support	color	maps	with	more	than	256	elements.

imwrite(…,	filename):	write	the	image	to	the	filename	and	derives	the	used
format	from	the	extension	of	the	file	which	must	be	the	valid	value	of	fmt.

imwrite(…,	Param1,	Val1,	Param2,	Val2	…):	specify	the	different
characteristic	parameters	of	the	control	output	file.

2.6	 Video	Processing	in	MATLAB
MATLAB	provides	basic	functions	of	video	processing,	and	it	mainly	supports
video	files	with	the	AVI	format.	Starting	with	MATLAB7.5	(R2007b),	the	new
library	functions	(mmreader)	can	support	AVI,	MPEG,	and	WMV	formats.
Additionally,	Simulink	provides	video	and	image	processing	blockset	to	support
some	video	processing	applications.

2.6.1	 Reading	Video	Files
MATLAB	provides	some	functions	to	read	video	files:

1	aviinfo	function:	return	a	structure	of	AVI	file	information,	including	file



1	aviinfo	function:	return	a	structure	of	AVI	file	information,	including	file
name,	file	size,	file	generated	date,	file	frames,	the	number	of	frames	per	second,
the	width	of	each	frame,	the	height	of	each	frame,	file	type,	file	compression
ratio,	image	quality	and	the	number	of	colors	of	color	images.

fileinfo = aviinfo(filename):	return	the	AVI	file	information	of	filename.
Among	them,	the	filename	is	the	name	of	AVI	file	which	in	the	form	of	a	string,
and	if	there	is	no	expanded-name,	the	system	will	choose	‘.avi’	as	default	file
expanded-name.	And	this	file	must	be	in	the	current	working	directory	or
MATLAB	search	path.

2.	aviread	function:	read	AVI	video	files.
mov = aviread(filename):	read	an	AVI	file	named	filename	into	the	video

structure	of	MATLAB.	Then,	it	returns	value	mov	which	own	two	fields:	cdata
and	colormap,	and	the	contents	are	changed	according	to	the	type	of	images.

mov = aviread(filename,	index):	read	the	frame	marked	by	the	index	in	the
AVI	file	named	filename,	which	can	be	a	single	index	or	an	index	array.	In	AVI
files,	the	index	value	of	the	first	frame	is	1,	and	the	second	frame	is	2,	and	so	on.

3.	mmreader	function:	create	the	object	to	read	video	files.	The	supported
video	formats	vary	from	different	platforms.	Windows	supports	AVI	(.avi),
mpeg-1	(.mpg),	Windows	Media	videos	(.wmv,	.asf,	.asx),	and	all	formats
supported	by	Microsoft	DirectShow.

obj = mmreader(filename):	create	the	object	obj	to	read	a	video	file	named
filename.	If	we	cannot	create	an	object	for	any	reason,	mmreader	will	generate
an	error.

obj = mmreader(filename,	‘PropertyName’,	PropertyValue):	read	a	video	file
named	filename	for	the	created	object	obj	according	to	the	properties.

4.	videoreader	class:	MATLAB	has	a	special	video	reading	class
VideoReader	to	complete	the	function	of	reading.	obj = VideoReader(fileName).

2.6.2	 Processing	Video	Files
Processing	video	files	usually	includes	the	following	steps	(if	we	do	the	same	for
all	frames	in	a	video,	we	can	nest	them	in	the	for	loop):	1.	Use	the	frame2im
function	to	transform	a	movie	frame	to	an	image.

[X,	Map] = frame2im(F):	convert	a	single	movie	frame	F	to	the	index	image
X	and	the	corresponding	color	map	Map.	If	the	data	contained	in	this	frame	is
true	color	data,	the	value	of	the	matrix	Map	( )	is	empty.	We	can

create	a	movie	frame	using	the	getframe	and	im2frame	functions.
2.	The	functions	of	the	image	processing	toolbox	are	used	to	deal	with

images.
3.	The	im2frame	function	is	used	to	transform	the	result	of	image	processing



3.	The	im2frame	function	is	used	to	transform	the	result	of	image	processing
to	a	movie	frame.

f = im2frame(X,	map):	convert	the	index	image	X	to	a	movie	frame	f
according	to	the	corresponding	color	map	Map.	If	X	is	a	true	color	image,	then
X	is	optional	and	does	not	produce	any	effect.

f = im2frame(X):	If	X	contains	the	index	image,	convert	the	index	image	X
to	the	movie	frame	f	according	to	the	current	color	map.

2.6.3	 Playing	Video	Files
Functions	provided	by	MATLAB	to	play	video	files	are:

1.	movie	function:	play	the	recorded	movie	frames.
movie(M):	play	the	movie	in	the	matrix	M	once,	where	M	is	the	matrix

constituted	by	movie	frames.
movie(M,	n):	play	the	movie	in	the	matrix	M	n	times.	If	n	is	negative,	the

loop	will	play	forward	first	and	then	play	back.	If	n	is	a	vector,	then	the	first
element	of	the	vector	is	the	number	of	play	times,	and	the	rest	of	the	elements
form	a	sequence	of	movie	frames.

movie(M,	n,	fps):	play	the	movie	at	the	speed	of	FPS	frames	per	second,	by
default	of	12	frames	per	second.	Computers	that	cannot	reach	the	specified	speed
will	play	at	maximum	possible	speed.

movie(h,	…):	play	movies	in	the	image	window	or	axis	specified	by	the
handle	h.

movie(h,	M,	n,	fps,	loc):	specifie	the	position	vector	of	a	4	element	[x,	y,	0,
0]	to	hold	the	lower	left	corner	of	the	movie	frame	(only	the	first	two	elements	of
the	vector).	The	above	position	is	relative	to	the	lower	left	corner	of	the	image
window	or	axis	specified	by	the	handle.

2.	implay	function:	play	movies,	videos	or	image	sequences.
implay	opens	a	movie	player	to	play	MATLAB	movies,	videos	or	image

sequences.	Use	the	menu	bar	“File”	to	select	the	movie	or	image	sequence	to
play.	Use	toolbar	buttons	or	menu	bar	options	to	play	movies,	jump	to	a	specific
frame	in	the	sequence,	change	the	speed	of	the	frame	playing,	or	perform	other
exploration	operations	(Fig.	2.4).



Fig.	2.4 	The	implay	movie	player

implay(filename):	open	the	movie	player	and	plays	the	contents	of	the	file
specified	by	filename.

implay(I):	open	the	movie	player	and	plays	the	first	frame	of	the	multi-frame
image	matrix	specified	by	I.	I	can	be	MATLAB	movie	structure,	or	binary
sequence,	grayscale	image	sequence	or	true	color	image	sequence.	A	binary	or
grayscale	image	sequence	can	be	a	 	matrix	or	a	

matrix.	The	true	color	image	sequence	is	a	 	matrix.

implay(…,	FPS):	play	a	movie	or	image	sequence	at	a	specified	speed.	The
frame	rate	is	one	frame	per	second.	If	not,	the	default	value	is	20.

2.6.4	 Writing	Video	Files
Functions	provided	by	MATLAB	to	write	video	files	are:
1.

avifile	function:	create	a	new	AVI	file.	



aviobj = avifile(filename):	create	a	AVI	file	named	filename.	All	attributes	of
the	AVI	file	object	are	taken	by	default.	If	the	extension	is	not	included	in	the
filename,	the	extension	.avi	is	automatically	added.	aviobj	is	a	handle	to	the	AVI
file	object,	allowing	other	functions	to	reference	the	object.

avifile(filename,	ParameterName,	ParameterValue):	use	the	specified
parameter	to	create	a	AVI	file	named	filename.	Possible	parameters	are	shown	in
the	following	Table	2.34.

Table	2.34 	Parameters	of	avifile	function

Parameter
name

Instruction Default

‘colormap’ An	 	matrix,	which	is	the	color	map	of	AVI	videos	to	define	index

colors,	where	m ≤ 256	(if	it	is	the	compression	format	of	Indeo,	it	can	be
236)

None

‘compression’ The	string	is	used	to	specify	the	used	decoder.	Create	a	non-compressed
file	that	specifies	the	value	‘None’

Windows
operating
system:
‘Indeo5’
UNIX
operating
system:
‘None’

‘fps’ Specify	the	number	of	frames	per	second	for	AVI	movies 15	fps

‘keyframe’ Compressors	that	support	time	and	space	compression,	the	number	of
keyframes	per	second

2.1429
keyframe/s

‘quality’ The	value	between	[0,	100]	is	only	applicable	to	compress	videos.	High
quality	parameters	output	high	quality	videos,	and	large	files.	Low	quality
parameters	output	low	quality	videos,	and	small	file

75

‘videoname’ Descriptive	name	of	video	stream.	No	more	than	64	characters The	default
is	the
filename

2.
movie2avi	function:	AVI	video	files	generated	by	MATLAB	movie	files.	
movie2avi(mov,	filename):	convert	the	MATLAB	movie	mov	to	an	AVI

video	named	filename.	mov	is	an	array	of	structures	( ),	representing	the

number	of	video	frames,	and	each	frame	is	a	structure	containing	two	fields:
cdata	and	colormap.

movie2avi(mov,	filename,	ParameterName,	ParameterValue):	convert	mov
to	an	AVI	video.



to	an	AVI	video.

3.
VideoWriter(filename,	profile):	create	video	files,	static	images	or
MATLAB	videos	from	graphics	with	open,	writeVideo	and	close	methods.

	

2.6.5	 Basic	Digital	Video	Manipulation	in	MATLAB
Other	basic	functions	of	video	operations:
1.

getframe	function:	get	the	movie	frames.	
getframe	returns	a	movie	frame.	The	frame	is	a	snapshot	of	the	current

coordinate	axis	or	image	window	(pixel	map).
F = getframe:	get	the	frame	from	the	current	axis.
F = getframe(h):	get	the	frame	from	the	image	window	or	coordinate	axis

marked	by	the	handle	h.
F = getframe(h,	rect):	specify	a	rectangular	area	to	copy	the	pixel	map	image.

The	parameter	rect	is	a	four-element	vector	[left,	bottom,	width,	height],	where
width	and	height	define	the	rectangle	size.	The	parameter	rect	is	defined	relative
to	the	lower	left	corner	of	the	image	window	or	the	coordinate	axis	h,	and	the
unit	is	the	pixel.

2.
addframe	function:	add	a	movie	frame	to	an	AVI	file.	
aviobj = addframe(aviobj,	frame):	add	data	from	the	frame	to	AVI	files

labeled	by	aviobj,	which	has	previously	been	created	by	calling	avifile.	If	the
frame	is	not	the	first	frame	of	the	AVI	file,	its	size	must	be	the	same	as	the
previous	frame.	aviobj	is	a	handle	to	AVI	file	objects	to	update	AVI	file	objects.

aviobj = addframe(aviobj,	frame1,	frame2,	frame3,	…):	add	multi-frame
images	frame1,	frame2,	frame3,	…	to	the	AVI	file	object	aviobj.

aviobj = addframe(aviobj,	mov):	add	the	mov	image	sequence	in	the
MATLAB	movie	to	the	AVI	file	object	aviobj.	If	the	color	image	is	not	defined
previously,	the	index	image	sequence	frames	stored	in	the	MATLAB	movie	uses
the	color	image	of	the	first	frame	image	as	the	color	image	of	the	AVI	file.

aviobj = addframe(aviobj,	h):	add	the	image	obtained	from	the	image
window	and	the	coordinate	axis	handle	h	to	the	AVI	file	object	aviobj.

3.
close	function:	close	AVI	files.	
aviobj = close(aviobj):	close	the	write	of	the	AVI	file	object	aviobj	and



closes	the	file.

4.
immovie	function:	create	movie	snippets	from	multi-frame	images.	
mov = immovie(X,	map):	create	the	movie	snippet	mov	based	on	the	multi-

frame	index	image	X.	X	contains	multi-frame	index	images,	and	index	images
have	the	same	size	and	the	same	color	map.	X	is	a	 	matrix,	and	k

represents	the	number	of	images.
mov = immovie(RGB):	create	the	movie	snippet	mov	according	to	the	multi-

frame	true	color	image	X.	X	contains	multi-frame	true	color	images,	and	true
color	images	have	the	same	size.	X	is	a	 	matrix,	and	k	represents

the	number	of	images.

References
1. Gilat	A	(2016)	MATLAB:	an	introduction	with	applications,	6th	edn,	Wiley

2. Attaway	S	(2016)	A	practical	introduction	to	programming	and	problem	solving,	4th	edn,	Elsevier

3. Gonzalez	RC,	Woods	RE,	Eddins	SL	(2009)	Digital	image	processing	using	MATLAB,	2nd	edn,
Gatesmark	Publishing

4. Solomon	C,	Gibson	S	(2011)	Fundamentals	of	digital	image	processing:	a	practical	approach	with
examples	in	Matlab,	Wiley

5. Marques	O	(2011)	Practical	image	and	video	processing	using	MATLAB,	Wiley-IEEE	Press



(1)

(2)

(3)

	

	

	

	

	

	

©	Springer	International	Publishing	AG,	part	of	Springer	Nature	2019
Shengrong	Gong,	Chunping	Liu,	Yi	Ji,	Baojiang	Zhong,	Yonggang	Li	and	Husheng	Dong,	Advanced	Image
and	Video	Processing	Using	MATLAB,	Modeling	and	Optimization	in	Science	and	Technologies	12
https://doi.org/10.1007/978-3-319-77223-3_3

3.	Image	and	Video	Segmentation
Shengrong	Gong1		 ,	Chunping	Liu2		 ,	Yi	Ji2		 ,	Baojiang	Zhong2		 ,
Yonggang	Li3		 	and	Husheng	Dong2		

School	of	Computer	Science	and	Engineering,	Changshu	Institute	of
Technology,	Changshu,	Jiangsu,	China
School	of	Computer	Science	and	Technology,	Soochow	University,
Suzhou,	Jiangsu,	China
College	of	Mathematics	Physics	and	Information	Engineering,	Jiaxing
University,	Jiaxing,	Zhejiang,	China

	
Shengrong	Gong	(Corresponding	author)
Email:	shrgong@suda.edu.cn

Chunping	Liu
Email:	cpliu@suda.edu.cn

Yi	Ji
Email:	jiyi@suda.edu.cn

Baojiang	Zhong
Email:	bjzhong@suda.edu.cn

Yonggang	Li
Email:	lyg_gang@163.com

Husheng	Dong
Email:	hsdong2012@gmail.com

Abstract
This	chapter	is	devoted	to	some	segmentation	method	of	image	and	video.	For
image	segmentation,	five	types	of	methods	are	detailed,	including	threshold

https://doi.org/10.1007/978-3-319-77223-3_3
mailto:shrgong@suda.edu.cn
mailto:cpliu@suda.edu.cn
mailto:jiyi@suda.edu.cn
mailto:bjzhong@suda.edu.cn
mailto:lyg_gang@163.com
mailto:hsdong2012@gmail.com


image	segmentation,	five	types	of	methods	are	detailed,	including	threshold
segmentation,	region-based	segmentation,	partial	differential	equation	based
segmentation,	clustering	based	segmentation,	and	the	graph	theory	based
segmentation.	For	video	segmentation,	we	shall	introduce	the	motion	region
extraction	method	based	on	cumulative	difference.

3.1	 Introduction
People	are	only	interested	in	regions	of	inputs	which	called	target	or	foreground,
and	it	generally	corresponds	to	certain	specific	or	unique	properties	regions	in
the	image	or	video	frame.	Relatively,	a	region	in	which	people	are	not	interested
is	called	background.	Generally,	internal	features	of	one	object	are	similar	or	the
same	while	it	will	cause	a	sharp	change	tendency	between	the	region	of	the
different	objects.

Segmentation	[1]	means	dividing	an	image	or	a	video	frame	into	a	number	of
specific	and	unique	property	parts	or	subsets	according	to	the	principle	and
extracting	the	target	of	interest	for	a	higher	level	of	analysis	and	understanding.
Therefore,	it	is	the	basis	of	feature	extraction,	recognition	and	tracking.	Image
and	video	segmentation	is	one	of	the	most	basic	and	important	fields	of	low-
level	vision	in	computer	vision.	It	is	a	classic	problem	and	it	is	also	the	basic
premise	of	visual	analysis	and	pattern	recognition.	There	is	neither	a	general
method	for	image	segmentation	so	far,	nor	an	objective	criterion	for	judging
whether	the	segmentation	is	successful.

Image	segmentation	can	be	built	on	the	two	basic	concepts:	similarity	and
discontinuity.	The	similarity	of	pixels	means	that	pixels	of	the	image	in	a	certain
region	have	some	similar	characteristics,	such	as	pixel	grayscale,	or	texture
formed	by	the	arrangement	of	pixels.	The	discontinuity	refers	to	the
discontinuity	of	some	features	of	pixels,	such	as	the	mutation	of	grayscale	value,
the	mutation	of	color	and	the	mutation	of	texture	structure.	A	more	formal
definition	of	image	segmentation	is	as	follows.

The	set	 	represents	the	whole	image,	and	the	image	segmentation	of	 	can
be	viewed	as	that	divide	the	image	into	 	non-empty	subsets	

which	satisfy	the	following	conditions:

(1)
; 	

(2) For	 	



(3)
For	 	

(4)
For	 	

(5)
For	 ,	 	is	the	connected	region. 	

Here	condition	(1)	point	out	that	the	sum	of	all	the	segmentation	regions	should
include	all	the	pixels	in	the	image,	or	segmentation	should	divide	each	pixel	in
the	image	into	some	sub	regions.	It	is	important	that	 	represents	the

union	of	all	the	sub-regions	of	the	segmentation,	which	is	a	sufficient	condition
for	ensuring	that	each	pixel	in	the	image	is	processed.	In	condition	(2),	

indicates	that	pixels	obtained	in	the	same	region	after	segmentation	are	supposed
to	have	the	same	characteristics.	Condition	(3)	indicates	that	each	sub-region	is
non-overlapping,	or	that	one	pixel	cannot	belong	to	both	regions	at	the	same
time.	Condition	(4)	indicates	that	the	pixels	in	different	regions	obtained	after
segmentation	should	have	some	different	characteristics,	and	they	do	not	have
common	features.	Condition	(5)	requires	that	pixels	in	the	same	sub-region
should	be	connected.

Video	segmentation	technology	is	developed	with	the	technology	based	on
static	image	segmentation,	normally,	the	image	or	video	sequence	is	divided	into
region	of	interest	(ROI)	in	order	to	extract	meaningful	features	or	video	objects
(VO)	refer	to	the	Human	vision.	These	objects	always	have	consistent	properties
in	some	respects,	such	as	brightness,	color,	shape,	and	motion.	The	video	scene
can	be	accessed	and	manipulated	by	VO.	That	is	to	say,	the	video	object	is	a
certain	high-level	“semantic”	area,	and	it	is	more	in	line	with	the	abstract
expression	of	people	on	the	visual	perception	of	things	in	real	life.

In	addition	to	edge-based	segmentation,	threshold-based	segmentation,
entropy-based	segmentation,	morphological	watershed	segmentation,	region-
based	segmentation	and	other	classical	segmentation	methods,	the	image	and
video	segmentation	methods	should	also	include	graph-based	segmentation,
cluster	bases	segmentation,	stochastic	model	based	segmentation,	fuzzy	set
based	segmentation,	partial	differentiation	based	segmentation,	fusion	based
segmentation	and	so	on.



3.2	 Threshold	Segmentation
Image	threshold	segmentation	is	a	widely	used	segmentation	technique.	Firstly,
it	compares	the	gray	level	differences	between	the	target	regions	and	the
background	regions,	then	selects	a	more	reasonable	threshold	to	determine	the
object	pixels	and	background	pixels.	Finally,	it	generates	a	corresponding	binary
image.	The	key	in	using	a	threshold	to	segment	image	is	to	find	the	appropriate
threshold	to	distinguish	image	object	and	background.	Threshold	method	has
become	the	most	basic	and	widely	used	segmentation	technology	in	image
segmentation	because	of	the	simple	realization,	small	amount	of	calculation	and
stable	performance.	It	is	applied	to	many	fields,	such	as	target	segmentation	in
the	infrared	imaging	tracking	system,	target	segmentation	in	the	synthetic
aperture	radar	image,	the	magnetic	resonance	image	segmentation,	and	so	on.

Threshold	segmentation	is	a	region-based	image	segmentation	technique.
Basic	principle	is	that	the	image	pixels	are	divided	into	several	classes	by	setting
different	feature	thresholds.	Regular	features	include	the	grayscale	or	color
features	that	come	directly	from	the	original	image,	or	features	obtained	from	the
original	grayscale	or	color	values.	Assuming	that	the	original	image	is	 ,

according	to	certain	criteria,	the	eigenvalue	t	is	found	in	 	to	divide	the

image	into	two	parts.	Segmentation	results	is	that:

(3.1)
If	you	take	 	(black),	 	(white),	that	is,	the	image	binarization.

Figure	3.1	shows	an	example	of	image	binarization.

Fig.	3.1 	An	example	of	image	binarization

According	to	the	different	constraints	on	the	threshold,	we	can	get	three
different	types	of	threshold	like	the	point	correlation	global	threshold	which	only



different	types	of	threshold	like	the	point	correlation	global	threshold	which	only
related	to	the	grayscale	value	of	the	point;	the	region	correlation	global	threshold
that	related	to	the	grayscale	value	of	points	and	local	neighborhood
characteristics	of	this	point;	local	threshold	or	dynamic	threshold	that	related	to
the	location	of	the	point,	and	the	grayscale	value	of	the	point	and	the
neighborhood	characteristics	of	the	point.	All	thresholding	methods	can	be
divided	into	non-contextual	methods	(also	called	point-dependent	methods)	and
contextual	methods	(also	known	as	region-dependent	methods),	according	to	the
use	of	local	information	or	global	information.	It	can	be	divided	into	global
thresholding	and	local	thresholding,	also	known	as	adaptive	thresholding,
according	to	the	use	of	uniform	thresholds	for	the	whole	graph	or	the	use	of
different	thresholds	for	different	regions.	In	addition,	it	also	can	be	divided	into
bi-thresholding	and	multi-thresholding.

3.2.1	 Global	Threshold	Image	Segmentation
When	the	background	of	the	image	is	relatively	simple,	and	the	image	grayscale
histogram	is	obviously	bimodal	distribution,	the	global	threshold	is	used	to
segment	the	image	and	satisfactory	results	can	be	obtained.	There	are	many
methods	for	global	threshold	image	segmentation,	such	as	histogram	threshold
image	segmentation,	interclass	difference	threshold	image	segmentation,
maximum	entropy	threshold	image	segmentation	and	so	on.	This	section	only
introduces	the	basic	principle	and	implementation	process	of	interclass
difference	threshold	image	segmentation	briefly.	The	processing	of	the	method
is	as	follows:

Select	an	initial	estimate	(the	average	grayscale	for	the	image)	for	the	global
threshold;
Split	the	image	with	 .	Generating	two	sets	of	pixels:	 	is	composed	of

pixels	whose	grayscale	value	is	greater	than	 ,	 	is	composed	of	less	than

or	equal	to	 	pixels;
Calculate	the	average	grayscale	values	 	and	 	of	 	and	 	pixels;

Calculate	a	new	threshold:	 ;

Repeat	steps	2–4	until	the	 	value	in	successive	iterations	reaches	the
desired	set	of	parameters;
Split	image	by	 	function.

The	parameter	 	is	used	to	control	the	number	of	iterations	when	speed	plays



an	important	role.	Usually,	the	larger	the	 ,	the	fewer	the	number	of	iterations
performed	by	the	algorithm.	This	can	be	proved	that	if	the	initial	threshold	is
chosen	between	the	maximum	and	minimum	grayscale	values	in	the	image,	and
then	the	algorithm	converges	within	a	finite	number	of	steps.	According	to	the
segmentation,	the	algorithm	works	well	when	there	is	a	fairly	clear	valley
between	the	histogram	patterns	of	objects	and	background.

The	specific	MATLAB	code,	as	shown	in	PROGRAMME	3.1:
PROGRAMME	3.1:	Global	threshold	segmentation

Where	 	refers	to	the	original	image	to	be	segmented,	and	Fig.	3.2	is	the

experimental	result	obtained	by	using	the	global	threshold	segmentation
algorithm.



Fig.	3.2 	Experimental	results	of	a	fingerprint,	a	original	image;	b	processed	image	using	global	threshold
method

3.2.2	 Local	Dynamic	Threshold	Segmentation
The	basic	idea	of	the	local	threshold	segmentation	algorithm	is	dividing	the
image	into	several	sub-images	and	select	the	corresponding	segmentation
threshold	for	each	sub-image	to	complete	the	segmentation	of	the	image.	It	is
used	for	normalizing	the	non-uniform	brightness	intensity	of	images.	The
concrete	steps	are:

The	image	is	divided	into	m	blocks,	where	the	size	of	each	block	image	may
not	be	equal;
Calculating	the	segmentation	threshold	for	each	sub-image;
Each	sub-image	is	segmented	by	thresholds,	and	finally	the	blocks	are	merged
to	complete	the	segmentation	of	the	entire	image.

1.
Image	segmentation	
In	the	process	of	image	segmentation,	there	is	still	a	large	degree	of

grayscale	difference	between	the	target	and	the	background	with	different
regions	in	the	sub-image	and	the	segmentation	effectiveness	is	low	when	the
sub-image	is	too	large.	There	will	be	more	serious	block	effect	if	the	sub-image
is	too	small	when	object	dividing	into	different	sub-blocks.	The	following	is	an
adaptive	image	segmentation	method,	and	the	specific	steps	are:	Read	the
original	image	and	divide	it	at	the	first	time,	and	then	get	the	same	size	n	sub-
images	 ;	Histogram	analysis	is	performed	for	each	sub-image.



Calculate	the	gray	scale	mean	 ,	the	maximum	gray	scale	value	 ,	and	the

minimum	gray	scale	value	 	of	the	sub-image.	When	the	ratio	of	target	and

background	in	the	image	is	too	wide,	the	average	gray	scale	of	the	image	is	close
to	the	highest	gray	level	or	the	lowest	gray	level.	If	it	is	less	than	a	set	threshold,
the	algorithm	failed.	At	this	point,	the	segmentation	condition	is	judged	to	be
unsatisfied,	while	it	is	considered	to	satisfy	the	segmentation	condition	in	other
cases;	If	the	sub-image	satisfies	the	segmentation	condition,	the	continuing
segmentation	is	stopped,	and	these	sub	images	are	successively	recorded	as	

;	If	the	sub-image	does	not	satisfy	the	segmentation

condition,	the	secondary	segmentation	will	perform,	and	the	image	will	be
divided	into	four	sub-images	of	equal	size.	The	divided	sub-images	are
successively	recorded	as	 .

2.
Selection	of	local	thresholds	
First,	two	sets	of	sub-image	sets	 	and	 	are

analyzed,	and	then	two	sets	of	sub-images	are	respectively	used	in	the
appropriate	way	to	obtain	the	split	threshold	and	stored	in	the	threshold	matrix.
Its	specific	steps	are	as	follows:	For	each	sub-image	in	the	sub-image	set	

,	the	global	Otsu	algorithm	is	used	to	sequentially	compute	the

division	threshold	 and	the	four	copies	are	stored	in	the	corresponding
positions	of	the	threshold	matrix;	The	histogram	of	each	sub-image	in	the	sub-
image	set	 	is	analyzed,	and	the	grayscale	mean	value	 ,	the

maximum	gray	scale	value	 	and	the	minimum	gray	scale	value	 	of	each

sub-image	are	calculated.	At	the	same	time,	the	method	proposed	in	Step	2	of
Sect.	3.2	is	used	to	judge	whether	the	segmentation	condition	satisfies	or	not;	If
the	sub-image	satisfies	the	segmentation	condition,	the	global	Otsu	algorithm
will	be	used	to	calculate	the	segmentation	threshold	and	stored	in	the	threshold
matrix.

If	the	sub-image	does	not	satisfy	the	segmentation	condition,	the	sub-image
segmentation	threshold	is	determined	by	judging	the	relationship	between	
and	 	and	 .	If	 	is	close	to	 ,	then	a	small	threshold	close	to	 	is

specified;	if	 	is	close	to	 ,	then	a	large	threshold	close	to	 	is	specified;



The	segmentation	is	terminated,	and	the	threshold	matrix	 	of	 	is

obtained.	The	number	of	elements	is	 .

3.
Elimination	of	block	effects	
When	the	local	threshold	algorithm	is	used	to	segment	an	image,	the

segmented	image	is	often	accompanied	by	varying	degrees	of	block	effect.	It	is
shown	that	the	target	object	in	the	different	sub-image	will	produce	a	pixel
grayscale	mutation	at	the	junction	of	the	neighboring	sub-image,	and	the	target
object	in	the	different	sub	images	may	also	be	given	different	grayscales.
Through	the	following	method	can	eliminate	the	block	effect:	Firstly,	smoothing
the	threshold	matrix	so	that	the	threshold	value	of	each	sub-image	merges	the
threshold	information	of	the	surrounding	sub	images	to	reduce	the	mutation
among	the	neighboring	threshold	elements.	After	completion,	the	threshold
matrix	is	interpolated	by	the	bilinear	interpolation,	so	that	the	transition	of	the
threshold	can	be	uniform	and	smooth.	Finally,	getting	the	threshold	matrix	for
image	segmentation.	The	specific	steps	are	as	follows:

(1)
Smoothing	the	matrix	 .	That	is,	each	threshold	element	in	 	is	added
to	each	threshold	elements	in	the	8	connected	neighborhoods	and	then
using	the	mean	value	to	replace	the	original	threshold.	After	the	smoothing
work	is	completed,	we	obtain	the	smoothing	matrix	 	of	 ;

	

(2)
Interpolating	the	matrix	 .	Considering	the	optimal	matching	of
processing	effect	and	time	complexity,	this	algorithm	adopts	bilinear
interpolation	as	the	interpolation	method	of	threshold	matrix.	After	the
interpolation	is	complete,	a	new	threshold	matrix	 	is	obtained	which	is

equal	to	the	number	of	pixels	of	the	original	image,	where	each	element
forms	a	one-to-one	relationship	with	the	pixels	at	the	corresponding
position	in	the	original	image.

	

4.
Binarization	of	the	image	
The	original	image	is	binarized	by	using	the	threshold	matrix	 	obtained

by	the	above	steps.	In	processing,	all	the	pixels	in	the	original	image	are
sequentially	compared	with	each	element	in	the	threshold	matrix	pixel	by	pixel.



Get	the	target	and	background	of	the	binarized	image.
The	MATLAB	code	is	shown	in	PROGRAMME	3.2.
PROGRAMME	3.2:	Local	dynamic	threshold	segmentation





The	experimental	results	are	shown	in	the	Fig.	3.3.



Fig.	3.3 	Experimental	results

3.3	 Region-Based	Segmentation
In	addition	to	the	histogram	threshold	method,	the	image-based	random	field
model	method	and	the	relaxation	labeling	region	segmentation	method	for	the
segmentation	method	is	based	on	region	in	image	segmentation.	There	are	two
representative	methods:	the	regional	growth	method	and	the	split	merge	method,
which	are	characterized	by	the	segmentation	process	is	decomposed	into	a
sequence	of	steps,	where	in	the	subsequent	steps	they	are	determined	based	on
the	results	of	the	preceding	steps.

3.3.1	 Region	Growing
The	basic	idea	of	region	growing	is	to	combine	the	pixels	with	similar	properties
to	form	a	region.	First,	finding	a	seed	pixel	as	the	starting	point	for	each	growth
area.	And	then	combine	the	pixels	in	the	neighborhood	of	the	seed	pixel	with	the
same	or	similar	properties	of	the	seed	(determined	by	a	predetermined	growth	or
similar	criterion)	into	the	region	where	the	seed	pixel	is	located.	A	region	grows
while	the	new	pixels	continue	to	seed	to	grow	around	them	whilst	the	pixels
meet	the	conditions.

Now	we	give	an	example	of	region	growth.	Given	a	known	matrix	 :



We	choose	“5”	in	the	middle	of	the	matrix	as	a	seed.	From	the	beginning	of
the	seed	to	around	each	pixel	value	and	the	seed	value	take	the	absolute
difference	with	the	grayscale	value.	When	the	absolute	value	is	less	than	a
certain	threshold	 ,	the	pixel	will	grow	into	a	new	seed,	and	to	the	surrounding
of	each	pixel	growth:	If	the	threshold	 ,	the	result	of	the	region	growth	is:

Visible	pixels	around	the	grayscale	value	of	4,	5,	6	pixels	are	well	wrapped
into	the	growth	area,	and	to	the	border	pixels	at	the	grayscale	value	of	0,	1,	2,	7
have	become	boundaries.	The	upper	right	corner	of	the	5	can	also	be	a	seed,	it	is
also	located	outside	the	growth	area	because	it	does	not	contain	a	seed	around
the	seed.	Now	take	the	threshold	 ,	the	new	region	growth	result	is:

The	entire	matrix	is	divided	into	a	region.	Thus,	threshold	selection	is	very
important.

The	selection	of	growth	criteria	depends	not	only	on	the	specific	problem
itself,	but	also	on	the	type	of	image	data	used,	such	as	RGB	and	grayscale	map.
The	general	growth	process	ceases	when	it	continues	to	meet	the	pixels	of	the
growth	conditions,	and	to	increase	the	ability	of	the	region	growth	often	takes
into	account	the	criteria	relating	to	the	global	nature	of	images	and	targets	such
as	size	and	shape.



as	size	and	shape.
The	implementation	steps	for	the	region	growth	method	are	as	follows:

(1)
The	image	is	scanned	by	line	to	find	no	attributable	pixels; 	

(2)
Take	the	pixel	as	the	center	and	check	its	neighboring	pixels.	That	is,	the
pixels	in	the	neighborhood	are	compared	with	it	one	by	one.	If	the	gray
level	difference	is	less	than	the	predetermined	threshold,	merge	them;

	

(3)
With	the	newly	merged	pixels	as	the	center,	step	2	is	detected	until	the
region	cannot	be	further	expansion;

	
(4)

Returning	to	step	1,	continue	scanning	until	you	cannot	find	the	pixels	that
are	not	attributed,	and	the	entire	growth	process	is	over.

	
The	above	method	is	to	be	scanned	first,	which	has	a	relatively	large

dependence	on	the	choice	of	region	growth	starting	point.	To	overcome	this
problem,	the	method	can	be	improved	as	follows:

(1)
Set	the	threshold	of	the	gray	scale	difference	to	zero.

Expand	the	region	with	the	above	method,	and	merge	the
pixels	with	the	same	gray	scale;

	

(2)
Obtain	an	average	grayscale	difference	between	all

neighboring	regions,	and	merge	a	neighboring	region	with	a
minimum	grayscale	difference;

	

(3)
Set	the	termination	criteria	and	merge	the	regions	in	turn

by	repeating	the	operations	in	step	2	until	the	termination
criteria	are	met.	The	growth	process	is	completed.

	

When	there	is	a	region	with	slowly	varying	gray	scales	in	the	image,	the
above	method	may	cause	the	different	regions	to	merge	and	produce	errors.	In
order	to	overcome	this	problem,	instead	of	using	the	grayscale	value	of	the	new
pixel	to	compare	with	the	grayscale	value	of	the	neighborhood	pixel,	the
grayscale	value	area	of	the	new	pixel	will	be	compared	with	the	grayscale	value
of	each	neighborhood	pixel.	For	an	image	area	with	 	pixels,	the	gray	scale	is:



(3.2)
The	comparison	of	pixels	is:

(3.3)

where	T	is	the	threshold.
If	the	region	is	uniform,	the	gray	scale	change	in	the	region	should	be	as

small	as	possible.	If	the	region	is	non-mean	(general	condition)	and	consists	of
two	parts,	the	proportion	of	these	two	pixels	in	 	is	 	and	 	respectively,

and	the	grayscale	values	are	 	and	 .	Then	the	region	mean	is	

	and	for	the	pixel	with	a	grayscale	value	of	 ,	and	the

difference	between	the	two	values	is	 .

We	can	see	that	the	probability	of	correct	judgment	is:

(3.4)

This	suggests	that	the	gray	scale	difference	between	different	pixels	should
be	as	large	as	possible	when	considering	the	gray	scale	mean.

The	MATLAB	code	for	the	region	growing	method	is	shown	in
PROGRAMME	3.3.

PROGRAMME	3.3:	Region	growing







In	the	region	growing	method,	the	initial	seed	points	need	to	be	selected,	and
then	extended	around	this	point,	to	pick	out	the	eligible	points	(Fig.	3.4).

Fig.	3.4 	Region	growing	results

3.3.2	 Region	Splitting	and	Merging
The	basic	idea	of	the	region	splitting	and	merging	algorithm	is	to	determine	the
criterion	of	a	split	and	merge,	that	is,	the	measure	of	the	regional	feature
consistency.	When	the	characteristics	of	a	region	in	the	image	are	inconsistent,
the	region	is	divided	into	four	equal	sub-regions.	When	the	neighboring	sub-
regions	meet	the	consistency	characteristics,	they	are	combined	into	a	large	area
until	all	regions	no	longer	meet	the	conditions	of	the	split	merge.

The	region	splitting	and	merging	steps	are	as	follows:

(1)
Split	the	image	into	 	by	threshold	set; 	

(2)
Generate	a	region	adjacency	graph	(RAG)	from	the	segmentation
description	of	the	image;

	
(3)

For	each	 ,	determine	all	 	from	RAG,	such	as	

	and	 	adjacency;

	

(4)
For	all	 	and	 ,	calculate	the	appropriate	similarity	measurement	 	



between	 	and	 ;

(5)
If	 	>	 ,then	merge	 	and	 ; 	

(6)
According	to	the	similarity	criteria,	(1)–(5)	are	repeated	until	there	is	no
merged	area.

	
Splitting	and	merging	may	be	combined	for	the	complex	scenes

segmentation,	which	can	guide	the	application	of	split	and	merge	operations
based	on	rules.

The	MATLAB	code	for	the	region	splitting	and	merging	method	is	shown	in
PROGRAMME	3.4.

PROGRAMME	3.4:	Split	and	merge	segment	procedures

















The	splitting	and	merging	method	uses	the	traditional	quadtree	method.	First,
image	segmentation,	then	the	merger,	the	results	shown	in	Fig.	3.5.



Fig.	3.5 	The	original	image	of	the	splitting	and	merging	method	(left)	and	the	processed	image	(right)

Figure	3.5	shows	the	original	grayscale	image	and	the	processed	images
using	split	and	merge	algorithm.	The	objects	in	processed	image	are	clearly
separated	into	different	colours,	the	programme	marked	the	background	in	dark
blue,	leaves	and	solid	in	light	blue	and	the	petals	in	white.

The	watershed	algorithm	is	a	kind	of	mathematical	morphology	image
segmentation	method	which	has	been	developed.	The	basic	idea	is	considering
the	image	as	a	natural	terrain	covered	by	water.	The	grayscale	value	of	each
pixel	in	the	image	represents	the	altitude	of	the	point,	and	each	of	its	minimal
local	value	and	its	affected	region	is	called	the	catchment	basin,	while	the
boundary	of	the	basin	is	a	watershed.	There	are	usually	two	ways	to	describe
watershed	transformation:	one	way	is	“raindrops,”	that	is	when	a	drop	of	rain
from	the	different	position	of	terrain	surface	began	to	decline,	which	will
eventually	flow	to	the	different	local	minimum	altitude	regions	(called	minimal
regions).	Those	converged	to	the	same	minimal	region	raindrop	trajectory	to
form	a	connected	region,	known	as	the	catchment	basin;	another	way	is	to
simulate	the	“overflow”	process,	namely,	first	on	the	surface	of	each	minimal
region	make	a	small	hole,	while	water	gushed	out	from	the	hole,	and	slowly
submerged	the	regions	around	the	minimal	regions.	Thus,	the	range	of	the
minimal	regions	spread	is	the	corresponding	water	catchment	basin.	Either	way,
the	boundaries	of	water	flow	in	different	regions	are	the	expected	watershed.

Applying	to	image	segmentation,	watershed	transformation	refers	to	the
original	image	is	converted	into	a	label	image,	which	all	belong	to	the	same
catchment	basin	are	assigned	the	same	label,	and	used	a	special	label	to	identify



catchment	basin	are	assigned	the	same	label,	and	used	a	special	label	to	identify
the	point	on	the	watershed.

The	calculation	process	of	the	watershed	is	an	iterative	annotation	process,
and	the	classical	calculation	method	is	proposed	by	L.	Vincent.	In	the	algorithm,
watershed	computation	is	divided	into	two	steps,	one	is	the	sorting	process,	and
the	other	is	the	submerged	process.	Firstly,	the	gray	level	of	each	pixel	is	sorted
from	low	to	high.	Then	in	the	process	of	low	to	high	submergence,	the	FIFO
structure	is	used	to	judge	and	annotate	the	regions	that	effected	by	any	minimal
local	value	on	the	h-order	height.

The	watershed	transform	is	obtained	by	the	input	image	of	the	catchment
basin,	and	the	boundary	point	between	the	basins	is	watershed.	Obviously,	the
watershed	represents	the	maximal	point	of	the	input	image.	Therefore,	in	order
to	obtain	the	edge	information	of	the	image,	the	gradient	image	is	usually	used
as	an	input	image,	that	is:

(3.5)
In	the	formula,	 	represents	the	original	image,	 	represents

gradient	operation.
The	watershed	algorithm	has	a	good	response	to	the	weak	edge.	The	noise	in

the	image	and	the	slight	change	of	the	gray	level	of	the	object	surface	both	cause
the	phenomenon	of	over	segmentation.	At	the	same	time,	it	should	be	noted	that
the	watershed	algorithm	has	a	good	response	to	the	weak	edges	and	is
guaranteed	by	the	closed	continuous	edge.	In	addition,	the	closed	catchment
basin	obtained	by	watershed	algorithm	provides	the	possibility	of	analyzing	the
regional	features	of	images.

In	order	to	eliminate	the	over	segmentation	of	watershed	algorithm,	two
methods	of	processing	are	usually	used.	One	is	to	use	the	prior	knowledge	to
remove	irrelevant	edge	information.	The	second	is	to	modify	the	gradient
function	so	that	the	catchment	basin	only	responds	to	the	target	you	want	to
detect.

In	order	to	reduce	the	over	segmentation	of	watershed	algorithm,	it	is
common	to	modify	the	gradient	function.	A	simple	method	is	to	threshold	the
gradient	image	to	eliminate	the	over	segmentation	of	the	small	changes	in	gray
scale.	That	is

(3.6)



In	the	formula,	 	represents	the	threshold	value.

If	the	target	object	in	the	image	is	connected	together,	it	is	more	difficult	to
segment	it,	and	the	watershed	algorithm	is	often	used	to	deal	with	such
problems,	and	usually	achieve	better	results.	The	watershed	segmentation
algorithm	regards	the	image	as	a	“topographic	map.”	Among	them,	regions	with
strong	brightness	have	larger	pixel	values,	while	pixels	in	dark	regions	are
smaller.	And	the	images	are	segmented	by	looking	for	“catchment	basin”	and
“watershed	boundaries.”

Algorithm	steps:

1.
Reading	the	image; 	

2.
Obtaining	the	boundary	of	the	image,	on	this	basis	it	can	be	directly	applied
to	the	watershed	segmentation	algorithm,	but	the	effect	is	not	good;

	
3.

Labeling	the	foreground	and	background	of	the	image,	in	which	the
foreground	pixels	inside	each	object	are	connected,	and	each	pixel	value	in
the	background	does	not	belong	to	any	target	object;

	

4.
Calculating	the	segmentation	function,	and	applying	the	watershed
segmentation	algorithm.

	
Its	implementation	code	as	shown	in	PROGRAMME	3.5:
PROGRAMME	3.5:	Reading	the	image	and	finding	the	boundary	of	the

image







3.4	 Segmentation	Based	on	Partial	Differential
Equation
Image	segmentation	based	on	a	partial	differential	equation	[2,	3]	as	a	relatively
new	and	effective	image	segmentation	method,	has	gradually	become	research
hotspots.	This	section	mainly	introduces	the	C-V	image	segmentation	model
based	on	partial	differential	equation	(PDEs)	and	its	MATLAB	implementation.
The	idea	is	that	if	you	can	find	a	closed	curve	 	divides	the	image	into	internal	

	and	external	 .So	that	the	average	grayscale	value	of	 	and	 	just

reflects	the	difference	between	the	object	and	the	background.	Then	this	closed
curve	 	can	be	seen	as	the	outline	of	the	object.	The	energy	function	is	as

follows:

(3.7)
Where	the	mentioned	equation	is	called	active	contours	without	edges	model

(or	C-V	model).	In	this	equation,	I	is	the	image	intensity,	the	first	item	is	the	arc
length	of	 .	The	second	and	third	terms	are	the	square	errors	of	the	internal	and

external	greyscale	values	with	scalar	 	and	 .	Only	when	 	reaches	the

correct	position,	the	values	of	these	two	items	can	be	minimized	at	the	same
time.	Using	the	horizontal	diversity	method.	Introduce	the	Heaviside	function	in
the	above	formula	firstly	and	modify	it	to	the	functional	of	the	embedded
function	 :

(3.8)



So	that	the	function	u	in	the	fixed	conditions	relative	to	 ,	 	to	minimize

the	formula.	It	can	be	obtained	that:

(3.9)
,	 	are	the	average	values	of	the	input	image	(internal	curve)	and

(external	curve).	In	the	 ,	 	fixed	conditions,	minimize	the	formula	relative

to	 .	It	can	be	obtained	that:

(3.10)
Thus,	the	stable	solution	through	the	equation	to	obtain	the	segmentation

result.
The	MATLAB	code	based	on	the	above	idea	is	shown	in	PROGRAMME

3.6:
PROGRAMME	3.6:	Segmentation	based	on	partial	differential

equations

















The	result	of	segmentation	is	as	follows	(Figs.	3.6	and	3.7).

Fig.	3.6 	Original	test	image



Fig.	3.7 	Segmented	image

3.5	 Image	Segmentation	Based	on	Clustering
Clustering	[4,	5]	is	the	process	of	distinguishing	and	classifying	things	according
to	certain	requirements	and	rules.	Generally,	it	is	necessary	to	give	the	number
of	clusters	and	the	initial	clustering	centers.	The	image	segmentation	of
clustering	method	is	to	represent	the	pixels	in	the	image	space	with
corresponding	feature	space	points.	According	to	their	clustering	in	the	feature
space	to	segment	the	feature	space,	and	then	map	them	back	to	the	original
image	space,	get	the	segmented	results.	The	classical	clustering	segmentation
algorithm	includes	K-means	clustering	and	fuzzy	C-means	clustering.

K-means	algorithm	first	selects	K	initial	class	mean,	and	then	each	pixel	into
the	average	of	its	nearest	class	and	calculate	the	new	class	mean.	Iterate	the
previous	steps	until	the	difference	between	the	old	and	new	class	mean	is	less
than	a	threshold.

This	method	requires	that	each	individual	data	can	only	and	must	belong	to	a
class.	By	given	the	initial	classification	number	and	clustering	center,	iterate,	and
finally	converge	to	the	extreme	point	to	achieve	the	effect	of	segmentation.	The
fuzzy	C-means	algorithm	is	a	generalization	of	K-means	algorithm	on	the	basis
of	fuzzy	mathematics,	and	it	is	to	achieve	clustering	by	optimizing	a	fuzzy
objective	function.	It	does	not	like	the	K-means	clustering	that	each	point	can
only	belong	to	a	certain	class,	but	to	give	each	point	a	class	of	membership
degree.	With	the	membership	to	better	describe	the	edge	of	the	pixel	is	also	the
characteristics	of	this,	and	suitable	for	dealing	with	things	inherent	uncertainty.
Using	the	fuzzy	C	means	(FCM)	unsupervised	fuzzy	clustering	calibration
features	for	image	segmentation,	can	reduce	the	artificial	intervention,	and	more



features	for	image	segmentation,	can	reduce	the	artificial	intervention,	and	more
suitable	for	the	image	of	uncertainty	and	fuzzy	characteristics.

The	advantage	of	the	clustering	segmentation	method	is	that	it	does	not
require	a	priori	knowledge	and	belongs	to	unsupervised	segmentation	method,
which	greatly	improves	the	degree	of	automation	of	segmentation	and	improves
the	efficiency	of	segmentation.	The	disadvantage	is	that	all	typical	clustering
methods	are	sensitive	to	the	initial	value	and	the	segmentation	effect	is	not
stable.	In	addition,	no	considered	of	image	space	between	the	context	of
information,	so	the	segmentation	effect	is	not	ideal.

The	pixel	clustering	steps	of	color	images	based	on	gray	space	are	as
follows:

(1)
read	the	color	image	and	convert	the	RGB	value	to	grayscale	value; 	

(2)
arbitrarily	select	k	objects	from	n	data	objects	as	the	initial	clustering
center;

	
(3)

according	to	the	mean	of	the	objects	in	the	class,	each	object	will	be
reassigned	to	the	most	similar	class;

	
(4)

update	the	mean	of	the	class,	that	is,	calculate	the	mean	of	the	objects	in
each	class.	According	to	the	mean	(central	image)	of	each	clustering	object,
the	distance	between	each	object	and	the	central	objects	is	calculated.	And
according	to	the	minimum	distance	to	re-divide	the	corresponding	object;

	

(5)
loop	(3)–(4)	until	each	cluster	no	longer	changes. 	
The	MATLAB	code	based	on	clustering	is	shown	in	PROGRAMME	3.7.
PROGRAMME	3.7:	Clustering	algorithm	for	image	segmentation







Figure	3.8	gives	the	experimental	result	image.

Fig.	3.8 	Experimental	result,	a	original	image,	b	segmentation	image

The	K-mean	clustering	programme	classified	the	objects	and	marked	them	in
different	colours.	In	Fig.	3.8b,	the	grass	and	the	leaves	are	marked	in	yellow,	and
the	walls	of	the	buildings	are	marked	as	dark	blue.	The	K-means	algorithm	is
used	to	cluster	the	sample	data,	whether	it	is	the	choice	of	the	initial	point	or	the
completion	of	an	iteration	of	the	data	adjustment,	are	based	on	randomly
selected	sample	data.	Thus,	it	improves	the	convergence	of	the	algorithm	speed.
The	experimental	results	show	that	the	image	segmentation	method	based	on	K-
means	clustering	algorithm	has	clear	contour,	and	it	is	an	effective	segmentation
algorithm	of	grayscale	image.

3.6	 Image	Segmentation	Method	Based	on	Graph



Theory
3.6.1	 Introduction
The	segmentation	method	based	on	graph	theory	maps	the	image	as	a	weighted
undirected	graph.	The	pixel	is	used	as	the	node	of	the	graph,	and	the	optimal
segmentation	of	the	image	is	obtained	by	using	the	minimum	shear	criterion.
This	method	transforms	the	problem	of	image	segmentation	into	an	undirected
graph	 	optimization	problem.	The	node	 	in	the	undirected	graph

represents	the	pixels	in	the	image.	The	edge	 between	the	nodes	 and	

represents	the	relationship	between	the	pixels,	and	a	weight	 	is	assigned

to	each	edge	 according	to	a	certain	rule.	By	using	certain	optimization

criterion,	the	edges	in	the	region	of	the	segmentation	result	have	lower	weights,
and	the	edges	between	regions	have	higher	weights.

The	cost	function	of	dividing	the	binary	image	into	two	regions	A,	B	can	be
defined	as

(3.11)

The	optimal	segmentation	of	the	graph	is	the	partition	minimized	the	cost
function.	The	weight	function	is	generally	defined	as	the	similarity	between	two
nodes,	as	shown	in	(3.12):

(3.12)
	is	the	grayscale	value	of	the	pixel,	 	is	the	space	coordinates	of	the

pixel,	 	is	the	standard	deviation	of	the	grayscale	Gaussian	function,	 	is	the

standard	deviation	of	the	space	distance	Gaussian	function,	r	is	the	effective
distance	between	two	pixels.	When	the	distance	between	the	two	pixels	exceeds
r,	they	are	considered	to	have	a	similarity	of	zero.	From	the	similarity	function
of	Eq.	(3.12),	it	is	not	difficult	to	find	that	the	closer	the	effective	distance
between	the	two	pixels,	the	greater	the	similarity	between	the	two	pixels,	the
closer	the	grayscale	value	between	the	two	pixels,	the	greater	the	similarity



between	them.
According	to	the	above-mentioned	optimal	segmentation	criteria	and

similarity	function,	we	can	see	that	the	basic	principle	of	graph	theory
segmentation	is	to	make	the	internal	similarity	of	two	regions	 	divided

into	maximum,	and	the	similarity	between	regions	 	is	minimum.	And	the

segmented	regions	should	avoid	skew	(i.e.,	biased	for	small	regions).	In	order	to
obtain	accurate	segmentation	results,	it	is	important	to	design	the	cut	set
criterion,	and	the	common	cut	set	criteria	are	Minimum	cut,	Average	cut,
Normalize	cut,	Min-max	Cut,	Ratio	cut,	etc.

Table	3.1	lists	several	common	cut	sets	criteria.	Normalize	cut	is	a	more
normative	form	among	them.	The	criterion	can	be	transformed	into	the
eigenvector	problem	of	the	matrix.

Table	3.1 	Some	common	cut	set	criteria

Criteria Form Achieve

Minimum	cut Tree	graph	reduction

Average	cut Solving	equation

Normalize	cut Solving	equation

Min-max	cut Solving	equation

Ratio	cut Tree	graph	reduction

There	are	two	ways	to	implement	the	optimal	criteria:	one	is	to	use	the
defined	criteria	to	reduce	the	tree	graph	directly.	Another	is	to	convert	the
optimal	criterion	into	solving	the	matrix	equation.

3.6.2	 GraphCut	and	Improved	Image	Segmentation	Method
As	a	combinatorial	optimization	technique	based	on	graph	theory,	GraphCut	is
used	by	many	researchers	to	compute	the	minimum	energy	function,	and	the
maximum	flow	minimum	cut	theorem	is	used	to	complete	the	image
segmentation	problem.	It	finds	the	boundary	by	people’s	perception	of	the	target,



segmentation	problem.	It	finds	the	boundary	by	people’s	perception	of	the	target,
through	the	appropriate	interaction	to	obtain	high-performance	segmentation
effect.	GraphCut	divides	the	image	into	two	regions:	“target”	and	“background.”
First,	the	user	forces	to	define	some	“hard	constraints,”	that	is,	some	of	the
pixels	in	the	image	are	definitely	targeted	or	certainly	the	background	of	the
pixels	are	manually	marked	out,	respectively,	as	the	target	and	background	seed
pixels.	The	definition	of	these	hard	constraints	can	directly	reflect	the	user’s
segmentation	intention.	Then,	calculate	the	optimal	global	solution	in	all	the
segments	that	satisfy	the	hard	constraint,	the	other	pixels	of	the	image	are
automatically	segmented	into	the	target	or	background.

As	shown	in	Fig.	3.9a,	 	is	the	user	labeled	foreground,	and	 	is	the

background.	As	shown	in	Fig.	3.9b,	the	foreground,	background	and	ordinary
pixels	in	the	image	are	constructed	into	a	graph.	According	to	the	theory	of
graph	theory,	apply	the	maximum	flow	minimum	cut	algorithm	on	the
corresponding	image	segmentation,	and	the	optimal	global	segmentation	of	the
graph	is	obtained.	As	shown	in	Fig.	3.9c,	the	optimal	segmentation	in	Fig.	3.9d
is	also	obtained.	Figure	3.9	describes	the	segmentation	process	in	detail.



Fig.	3.9 	The	basic	process	of	image	segmentation	algorithm	based	on	the	GraphCut	theory

General	speaking,	Graph	Cut	uses	the	minimum	cut	method	for	cutting,	and
the	Minimum	cut	is	generated	by	the	Maxflow	method.	According	to	the
maximum	flow	and	minimum	cut	theorem,	the	maximum	flow	and	the	minimum
cut	are	equivalent,	and	the	maximum	flow	is	the	maximum	flow	of	the	network
constructed	by	the	image,	and	the	minimum	cut	is	the	optimal	global	value	of	the
required	energy	function.	Therefore,	GraphCut	obtains	the	minimum	cut	by	the
maximum	flow	of	the	network,	and	this	minimum	cut	is	the	objective	function,
that	is,	the	minimum	value	of	the	energy	function.	Thus,	the	key	to	image
segmentation	with	the	GraphCut	theory	is	to	solve	the	following	two	problems.

Constructing	network	graph.	By	constructing	the	network,	we	can	find	the
maximum	flow	of	the	network,	that	is,	the	minimum	cut	value.	The	minimum
value	of	the	energy	function	can	be	used	to	segment	the	image	accurately.



value	of	the	energy	function	can	be	used	to	segment	the	image	accurately.
Constructing	energy	functions.	GraphCut	is	to	solve	the	problem	of

optimizing	the	energy	function.	For	image	segmentation,	the	energy	function	is
the	sum	of	the	data	item	and	the	smoothing	term.

Graph	Cut	is	consist	of	the	following	steps.

1.
Map	image	to	the	graph	
The	first	step	of	the	image	segmentation	method	based	on	Graph	Cut	theory

is	to	represent	the	image	as	a	network	graph,	and	the	core	problem	is	how	to
establish	the	corresponding	relationship	between	image	and	graph.	The	basic
element	of	image	processing	is	a	pixel,	and	the	basic	element	of	graph
processing	is	a	node.	The	spatial	relationship	between	pixels	corresponds	to	the
edges	of	the	graph,	and	the	similarity	between	the	pixels	corresponds	to	the
weight	of	the	edges.

Figure	3.10	depicts	the	relationship	between	graph	and	image.	The	closer	the
two	pixels	are	physically	or	the	similarity	of	the	gray	scale,	the	higher	the
similarity	is,	and	the	lower	the	pixel	with	the	similarity	should	be	divided	in	the
same	class.	And	pixels	with	low	similarity	should	be	divided	into	different
classes.

Fig.	3.10 	The	correspondence	between	graph	and	image



In	order	to	use	GraphCut	for	image	segmentation,	it	is	necessary	to	manually
add	some	foreground	and	background	annotation.	So	that	the	original	image	has
3	parts:	foreground,	background	and	ordinary	image	pixels.	In	order	to	make	use
of	these	3	parts	of	information	to	construct	a	weighted	graph	 ,	we	need	to

complete	the	following	3	problems.

(1)
Construct	the	vertex	set	 of	graph	 	
The	vertex	set	 consists	of	two	parts.

(3.13)

	is	the	set	of	pixels	in	the	original	image	and	 	forms	the	intermediate

nodes	of	the	graph.	The	symbol	 	is	the	manual	annotation	of	the	foreground

“object”	pixel	set,	which	constitutes	the	source	of	the	graph	source.	 	is	a
manually	annotated	background	“background”	pixel	set,	which	constitutes	the
map	of	the	sink.

(2)
Construct	the	edge	set	 	of	graph	 	
	is	the	edge	set	of	the	connected	nodes,	including	 -links	and	 -links,

and	the	edges	between	the	ordinary	pixels	in	the	vertex	set	 are	called	 -

connections,	denoted	as	 .The	definition	uses	eight

neighborhoods,	except	for	the	boundary	points	of	the	image,	and	each	pixel	has
eight	 -connections.	 -connection	refers	to	the	vertex	of	the	ordinary	pixels

are	connected	with	the	source	and	sink,	each	pixel	has	two	such	connections,
denoted	as	 .	Therefore,	the	definition	of	edge	set	 	is

shown	in	Eq.	(3.14).

(3.14)

(3)



Weight	 	for	the	corresponding	edge	 	
According	to	the	rules	in	Table	3.2,	all	nonnegative	weights	 	are

assigned	to	all	edges	in	 .

Table	3.2 	Weight	allocation	rule	of	edge

Edge Weight Condition

0

0

Among	them,

(3.15)

(3.16)

Equation	(3.16)	represents	the	boundary	attribute	of	the	image,	 	represents
the	brightness	of	the	pixel,	and	 	represents	the	physical	distance

between	the	pixel	 	and	 .	The	region	attribute	 	is	shown	below

(3.17)

(3.18)



	represents	the	number	of	pixels	with	the	specified	brightness	value.

Respectively,	The	 	and	 	represent	the	total	number	of	pixels	of

the	foreground	and	background,	and	the	ratio	of	 	to	 	and	

respectively	represents	the	pixels	of	different	brightness	values	in	the	foreground
and	background	distribution	histogram.

	in	Eq.	(3.16)	is	a	threshold	of	luminance	difference	between	two	pixels	

and	 .	From	Eqs.	(3.15)	and	(3.16),	if	 ,	the	luminance	difference	of

two	pixels	is	larger,	the	value	of	 	is	smaller.	The	corresponding	 -

connection	is	called	the	main	object	of	segmentation.	Therefore,	the	larger	the
parameter	A,	the	greater	the	likelihood	that	the	pixel	having	a	large	luminance
difference	is	segmented	into	the	same	region	on	the	image.	According	to	the
above	method,	the	mapping	of	the	image	to	the	graph	is	completed	after	the
weight	is	assigned	to	each	edge	 .

2.
Construct	energy	function	
The	artificially	interactively	labeled	pixels	constitute	some	rigid	limits	of

segmentation,	which	provide	clues	to	segmenting	the	target.	By	constructing	the
region	term	and	the	boundary	term	of	the	energy	function,	the	energy	function	is
used	as	the	segmentation	model,	and	the	remaining	pixels	in	the	image	are
segmented	by	calculating	the	optimal	value	of	the	energy	function.

For	the	weighted	graph	 ,	the	vector	

is	defined	as	a	segmentation	result,	and	 is	the	label	of	the	pixel	 	in	the	set	

,	which	can	be	a	foreground	or	a	background.	The	cost	function	of	the	vector	
	divided	into	two	regions	is	defined	as	the	sum	of	the	cost	of	the	image

boundary	property	 	and	the	region	property	 ,	as	shown	in	Eq.	(3.19).

(3.19)

where

(3.20)



(3.21)

(3.22)

where	 	is	a	nonnegative	coefficient	that	describes	the	relative	importance

of	the	region	term	(data	item)	 	and	the	boundary	term	(smoothing	term)	

	in	the	image	segmentation	process.	The	region	term	can	reflect	the	degree

of	fit	of	the	pixel	 ‘s	luminance	value	for	all	target	histogram	models.	The

boundary	term	constitutes	the	boundary	property	of	segment	 ,	and	 	is	a

penalty	between	pixels	 ,	 	for	their	discontinuity.	According	to	the	previous

analysis,	the	 	is	larger	when	the	brightness	values	of	pixels	 	and	 	are

relatively	close.	When	the	difference	between	the	brightness	values	of	the	pixels	
	and	 	is	large	and	larger	than	the	specified	threshold,	 	is	zero.

For	an	image,	the	smallest	segmentation	of	the	cost	function	in	Eq.	(3.19)	is
the	optimal	segmentation	of	the	image.

3.
Minimize	the	energy	function	
In	order	to	minimize	the	energy	function	in	Eq.	(3.19),	Boykov	et	al.,

designed	the	Maxflow-mincut	algorithm,	which	is	based	on	the	augmented-path.
Firstly,	two	search	trees	 	and	 	are	established.	The	root	of	 	is	the	source

point	 ,	and	the	root	of	 	is	the	sink	point	 .	The	edges	of	all	the	father

nodes	to	the	child	nodes	in	the	search	tree	 	are	unsaturated,	and	all	the	edges

from	the	child	node	to	the	father	node	in	the	 	are	also	unsaturated.	The	nodes
in	the	search	tree	 	and	 	are	free	nodes.	The	nodes	in	the	search	tree	 	and	

	are	divided	into	“Active”	and	“Passive”	nodes,	the	active	node	is	on	the	outer
edge	of	the	tree,	and	the	passive	node	is	inside	the	tree.	The	active	node	captures
new	subnodes	from	a	set	of	free	nodes	via	the	unsaturated	edges,	allowing	the
trees	to	grow	continuously;	the	passive	node	is	not	as	an	active	node	that	makes



the	tree	growth,	because	they	are	completely	surrounded	by	other	nodes	in	the
same	tree.	In	addition,	the	active	node	can	also	contact	the	node	of	another	tree.
When	the	active	node	of	the	search	tree	detects	that	the	neighboring	node
belongs	to	another	tree,	it	can	determine	an	augmented-path.

The	algorithm	repeats	the	following	three	phases.

(1)
“Growth”	stage:	the	search	trees	 ,	 grow	until	it	finds	the	sink. 	

(2)
“Augmentation”	Stage:	augmentation	the	path,	the	search	trees	become	a
forest.

	
(3)

“Adoption”	Stage:	adopt	isolated	nodes,	the	search	trees	become	a	forest
again.

	
The	implementation	of	the	algorithm	is	as	follows:
In	the	“Growth”	stage,	the	tree	constantly	expanding,	and	the	active	node

from	the	free	node	to	get	the	child	node,	then	the	child	node	has	become	a	new
active	node	of	the	tree.	When	all	the	neighboring	nodes	of	the	active	node	are
processed	once,	the	active	node	becomes	a	passive	node.	If	an	active	node
encounters	a	neighboring	node	that	belongs	to	another	tree,	it	stops	growing.	In
this	way,	a	path	from	 	to	 	is	detected.	As	shown	in	Fig.	3.11,	the	active	and

passive	nodes	are	labeled	as	 	and	 	respectively,	and	the	free	node	has	no
labels.

Fig.	3.11 	Search	tree

In	the	“Augmentation”	Stage,	the	 	→	 path	obtained	during	the	growth

process	is	extended.	In	the	process	of	expansion,	some	edges	become	saturated,
and	the	corresponding	nodes	in	the	search	tree	become	isolated	nodes,	which



leads	to	the	division	of	the	search	tree	into	a	forest.	 	and	 	are	still	the	root

nodes	of	the	two	trees,	but	the	isolated	nodes	become	the	root	nodes	of	the	other
trees.

In	the	“Adoption”	Stage,	trees	 	and	 	will	be	restored.	Each	isolated	node

will	find	a	valid	parent	node.	The	parent	node	and	the	isolated	node	belong	to
tree	 	or	 .	The	parent	node	is	connected	by	an	unsaturation	edge.	If	the	parent

node	is	not	satisfied,	the	isolated	node	is	removed	from	the	tree	 	or	 ,	turning

it	into	a	free	node,	and	all	the	child	nodes	before	it	become	isolated	nodes.	When
there	is	no	isolated	node,	the	adoption	stage	ends,	and	trees	 	and	 	will	be

restored.
When	the	adoption	stage	is	completed,	the	algorithm	returns	to	the	growth

stage	and	is	executed	until	the	search	trees	 	and	 	are	no	longer	growing.	This

will	solve	the	maximum	flow,	the	corresponding	minimum	cut	also	solved.
Thus,	the	optimal	segmentation	of	the	image	is	completed.

As	shown	in	Fig.	3.12,	for	the	original	image	after	the	annotation
(Fig.	3.12a).	The	light	is	the	foreground	target,	and	the	dark	is	the	background
target.	These	seed	points	for	the	hard	constraints	and	guide	the	division.
Figure	3.12b	is	the	result	image	for	the	GraphCut	image	segmentation.



Fig.	3.12 	Segmentation	results	(a	manually	annotation,	b	GraphCut	segmentation)

The	code	is	shown	as	PROGRAMME	3.8.
PROGRAMME	3.8:	Improved	GraphCut	algorithm





3.7	 Video	Motion	Region	Extraction	Method	Based
on	Cumulative	Difference
Moving	object	extraction	is	an	important	part	of	video	object	segmentation
[6–8].	At	the	same	time,	moving	object	extraction	is	one	of	the	key	links	in	the
recently	developed	dynamic	visual	attention	research.	Differential	image	method
is	a	fast	and	simple	method	to	realize	moving	target	detection.	Most	of	the
related	algorithms	are	based	on	differential	image	method.	The	difference	image
method	includes	continuous	frame	difference,	frame	difference,	accumulated
difference,	background	subtraction	and	so	on.	This	section	introduces	a	motion
region	extraction	algorithm	based	on	cumulative	difference	and	mathematical
morphology	processing.	In	the	time	domain	window,	the	image	is	degraded	to
obtain	the	gray	scale	image,	the	gray	scale	difference	image	is	accumulated	and
the	mathematical	morphological	processing	to	get	the	trajectory	template	of	the
moving	target.	The	trajectory	template	is	using	“And	operation”	with	differential
image	of	a	current	frame,	and	the	moving	object	pixels	of	the	current	frame	are
obtained.	Finally,	the	moving	region	of	the	current	frame	is	obtained	by	multi-
level	mathematical	morphology.	The	algorithm	is	shown	in	Fig.	3.13.



Fig.	3.13 	Algorithm	block	diagram

Under	the	condition	that	the	camera	is	motionless,	the	video	sequence	image
is	composed	of	the	stationary	background	and	the	moving	foreground	target.
However,	due	to	the	influence	of	imaging	system	noise,	the	nonzero	gray	values
in	the	continuous	frame	difference	image	are	not	all	caused	by	the	target	motion,
but	also	a	large	part	is	due	to	the	influence	of	noise.	The	noise	can	be	modeled	as
Gauss	noise,	and	the	feature	parameters	(mean	 ,	variance	 )	of	the

corresponding	model	can	be	obtained	by	multi	frame	analysis	of	video
sequences.	This	method	works	better,	but	the	calculation	is	complex.	This
section	uses	a	simple	and	effective	denoising	method.	The	basic	idea	is	to
convert	the	original	256	grayscale	image	into	a	low	gray	level	(usually	8	levels)
image,	that	is,	a	gray	range	of	gray	degree	distribution	is	reduced	to	the	same
gray	scale.	At	the	same	time,	the	gray	scale	of	the	current	frame	image	takes	into
account	the	change	of	the	grayscale	value	corresponding	to	the	gray	scale	of	the
current	frame	and	the	gray	scale	of	the	pixels	smaller	than	a	certain	threshold
will	not	be	changed.	Because	the	frame	difference	image	noise	can	be	regarded
as	the	average	gauss	noise	of	0,	its	change	is	usually	small,	and	the	gray	band
number	can	be	effectively	selected	to	restrain	the	influence	of	noise.

Let	 	be	the	pixel	grayscale	value	of	the	t	moment	at	 .	

	and	 	are	the	maximum	and	minimum	gray	values	of	gray	scale

images.	The	symbol	 	is	the	number	of	grayscale.	The	symbol	 	is	a

continuous	frame	change	threshold	with	varying	grayscale.	 	and	

	are	gray	bands	of	 	and	 ,	and	then	have	(3.23)	and	(3.24):

(3.23)



(3.24)

The	grayscale	image	of	the	original	gray	scale	image	is	obtained,	and	the
nonzero	pixel	in	the	frame	image	is	directly	taken	as	the	moving	pixel.	Let	

	be	1	for	 	where	the	pixel	is	moving	pixels	and	zero	is	the

background	pixel,	then	there	are	(3.25):

(3.25)
In	the	two	successive	frames,	the	moving	pixels	are	mostly	isolated	points,

and	if	the	internal	texture	of	the	moving	target	is	not	significant,	the	occlusion	of
the	foreground	frame	and	foreground	object	will	cause	the	partial	motion	regions
to	be	mistaken	for	the	background	regions.	In	addition,	there	are	still	some	noise
points	after	the	gray	band	processing,	so	it	is	very	limited	to	extract	the	moving
region	only	according	to	the	difference	image	between	the	front	and	rear	frames.
A	feasible	solution	is	to	accumulate	and	accumulate	multiple	frames	of
difference	images,	and	the	trajectories	of	moving	objects	in	the	differential
images	can	be	concentrated.	This	is	actually	the	time	domain	consistency	and
correlation	of	the	moving	target	in	the	airspace,	and	the	noise	point	is	usually
independent,	even	when	the	partial	image	is	accumulated	in	the	differential
image,	the	relative	motion	trajectory	region	is	also	small,	easy	to	filter	out.

The	traditional	cumulative	difference	method	usually	first	selects	a	reference
frame,	then	compares	the	difference	between	each	frame	image	and	the	reference
frame,	and	accumulates	the	difference	gray	value.	Finally,	we	can	obtain	the
trajectory	region	by	a	certain	threshold	algorithm.	In	this	section,	we	add	the
binary	difference	graph	 of	the	adjacent	two	frames	directly	to	the

cumulative	result.	For	cumulative	results,	the	nonzero	full	mark	

of	the	image	is	1,	which	are	the	pixels	in	the	motion	track	region.	
	whose	value	is	0	are	unchanged,	which	are	regarded	as	the

background	pixels.



Let	 	be	a	cumulative	frame	(time	domain	window	size),	 	is	the	first

frame	gray	difference	image	sequence.	The	window	update	equation	is	(3.26):

(3.26)
The	region	sign	of	motion	track	is	(3.27):

(3.27)

After	the	binary	marked	image	of	the	trajectory	region	is	obtained,	we	can
get	the	trajectory	region	by	discarding	those	small	regions.	The	implemental
steps	are	shown	as	follows.

(1)
Read	video	data.	Read	the	adjacent	two	frames	in	the	human	eye	of	the
most	sensitive	brightness	data.

	
(2)

Calculate	the	frame	differences	between	the	two	frames	by	subtracting
luminance	matrix	of	the	previous	frame	and	the	next	frame.

	
(3)

Calculates	the	mean	and	standard	deviation	of	the	noise	in	the	frame
difference	iteratively.

	
(4)

Get	the	change	region	by	filtering	noise	according	to	the	mean	and	standard
deviation.

	
(5)

Get	the	final	template	of	the	object	by	mathematical	morphology. 	
The	MATLAB	code	is	shown	as	PROGRAMME	3.9.
PROGRAMME	3.9:	The	MATLAB	implementation	code	is	as	follows





The	algorithm	is	mainly	applicable	to	the	motionless	video	test	sequence.
The	experimental	results	are	shown	in	Fig.	3.14.



Fig.	3.14 	Screenshot	and	result	(a	original	image	1,	b	original	image	2,	c	result	image)

Apart	from	the	frame	difference	method,	the	most	important	moving	object
extraction	method	is	the	background	difference	method.	It	is	a	moving	object
detecting	method	by	subtracting	background	model	in	the	image	sequence,	and
its	performance	depends	on	the	background	modeling	method.	The	accuracy	of
the	modeling	the	background	directly	affects	the	detection	effect.	Due	to	the
complexity	of	the	scene,	unpredictability,	the	various	environmental
disturbances	and	noises,	such	as	the	sudden	change	of	light,	the	fluctuation	of
some	objects	in	the	actual	background	image,	the	jitter	of	the	camera,	the
influence	of	the	moving	objects	on	the	original	scene,	the	modeling	of	the
background	is	difficult.	Common	background	modeling	methods	include	median
background	modeling,	mean	method	background	modeling,	Kalman	filter
model,	single	Gaussian	distribution	model,	multi	Gaussian	distribution	model,
background	modeling	based	on	Codebook,	and	so	on.	The	moving	target
extraction	method	will	be	described	in	Chap.	12.
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This	chapter	is	focused	on	some	classical	feature	representations	for	image	and
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video	analysis.	In	particular,	we	will	introduce	the	histogram-based	features,
texture	features,	and	some	local	point	features.

4.1	 Introduction
Image	features	[1,	2]	is	one	of	the	most	basic	attributes	used	to	distinguish
different	images.	They	may	be	natural	features	that	can	be	identified	by	human
vision,	or	some	certain	manmade	parameters	during	the	process	of	measuring
and	processing.	The	feature	extraction	is	such	a	process	of	measuring	the
intrinsic,	essential	and	important	features	or	attributes	of	the	research	object	and
quantizing	the	result,	or	decomposing	and	symbolizing	the	object	to	form	the
feature	vector	or	symbol	string	and	relational	map.

Common	image	features	usually	include:	color	features,	texture	features,
shape	features,	spatial	relations	characteristics.

The	color	feature	is	a	global	feature	that	describes	the	surface	properties	of
the	object	corresponding	to	the	image	or	image	region.	Generally	speaking,	color
feature	is	a	characteristic	based	on	pixels,	where	all	the	pixels	belong	to	the
image	or	image	region	have	their	contributions	respectively.	Since	the	color	is
not	sensitive	to	the	changes	of	direction,	size	in	image	or	image	region,	color
features	cannot	capture	the	local	characteristics	of	the	object	good	enough.
Common	features	include:	color	histogram,	color	sets,	color	moments,	color
coherence	vector,	color	correlogram,	and	so	on.

The	texture	feature	is	also	a	global	feature	just	like	the	color	feature.
However,	the	texture	is	only	a	characteristic	of	the	surface	of	objects	and	it
cannot	fully	reflect	the	essential	attributes	of	objects.	So,	it	is	impossible	to
obtain	high-level	image	content	only	by	using	texture	features.	Different	from
the	color	feature,	the	texture	feature	is	not	a	characteristic	based	on	pixels,	and	it
needs	to	be	calculated	by	statistical	ways	in	image	regions	which	include	a	lot	of
pixels.	Common	extraction	methods	of	texture	feature	include:	Gray	level	co-
occurrence	matrix,	Tamura	texture	feature,	simultaneous	auto-regressive	(SAR)
texture	model,	wavelet	transform	[3]	and	so	on.	The	gray	level	co-occurrence
matrix	is	mainly	to	calculate	four	parameters	of	energy,	inertia,	entropy	and
correlation	based	on	the	gray	level	co-occurrence	matrix.	Tamura	texture
features	put	forward	six	kinds	of	attributes:	roughness,	contrast,	orientation,	line
image	degree,	regularity	and	coarseness	which	are	based	on	human	visual
perception	psychology	study	of	texture.	The	extraction	of	texture	feature	from
the	autocorrelation	function	of	the	image	(i.e.	the	energy	spectrum	function	of
the	image)	extracts	the	characteristic	parameters	such	as	the	thickness	and	the
directionality	of	the	texture	through	the	calculation	of	the	energy	spectrum



function.	The	SAR	model	takes	parameters	as	texture	feature	based	on	the
construction	model	of	images.	The	typical	method	is	the	random	field	model
method,	such	as	Markov	random	field	model	method	and	Gibbs	random	field
model	method.

There	are	usually	two	types	of	representation	methods	of	shape	features,	one
is	the	contour	feature,	the	other	is	the	local	feature.	The	contour	feature	mainly
focuses	on	the	outer	boundary	of	the	object,	and	the	local	feature	is	related	to	the
entire	local	area.	Typical	shape	feature	description	methods	are	as	follows:

(1)
Boundary	feature	method 	

The	classical	Hough	transform	was	concerned	with	the	identification	of	lines	in
the	image,	but	later	the	Hough	transform	has	been	extended	to	identifying
positions	of	arbitrary	shapes,	most	commonly	circles	or	ellipses	[4].	The	Hough
transform	as	it	is	universally	used	today	was	invented	by	Richard	Duda	and
Peter	Hart	in	1972,	who	called	it	a	“generalized	Hough	transform”	[5]	after	the
related	1962	patent	of	Paul	Hough	[6,	7].	The	transform	was	popularized	in	the
computer	vision	community	by	Dana	H.	Ballard	through	a	1981	journal	article
titled	“Generalizing	the	Hough	transform	to	detect	arbitrary	shapes”.	Boundary
feature	method	obtains	shape	parameters	of	the	image	by	describing	the
boundary	feature.	Among	them,	the	detection	method	of	parallel	line	with
Hough	transform	and	Edge	direction	histogram	are	classical	methods.	Hough
transform	is	a	method	which	connects	the	marginal	pixels	by	using	the	global
characteristics	to	a	local	closed	boundary.	The	basic	idea	of	which	is	the	duality
of	the	point	and	line.	The	edge	direction	histogram	obtains	the	image	border	by
calculus,	then	makes	histograms	of	border’s	size	and	direction	and	the	usual	way
is	to	make	a	grayscale	gradient	direction	matrix.

(2)
Fourier	shape	descriptor	method	
The	basic	idea	of	Fourier	shape	descriptors	is	to	use	Fourier	transform	of	the

object	boundary	as	the	shape	description,	it	converts	two-dimensional	problem
into	one-dimensional	problem	by	utilizing	the	closure	of	regional	boundaries.
Three	kinds	of	shape	expressions	are	derived	from	the	boundary	points,	they	are
as	follows:	curvature	function,	centroid	distance	and	the	complex	coordinate
function.

(3)



Geometric	parameter	method	
It	mainly	includes	the	moment,	area,	perimeter,	roundness,	eccentricity,

spindle	direction	and	algebraic	invariant	moments	of	regions.	It	must	be	based
on	image	processing	and	image	segmentation	when	refers	to	the	extraction	of
shape	parameter,	and	the	accuracy	of	parameter	will	be	affected	by	the	result	of
segmentation.

This	section,	we	will	introduce	several	features	and	their	implementation
briefly.

4.2	 Histogram-Based	Features
4.2.1	 Grayscale	Histogram
The	grayscale	histogram	of	a	digital	image	is	a	discrete	function	of	grayscale,
and	its	definition	can	be	expressed	by	Eq.	(4.1).

(4.1)

where	 	is	the	gray	level,	L	is	called	the	number	of	classes,	 	is	the	number	of

pixels	with	gray	level	 	in	the	image,	and	N	represents	the	total	number	of	pixels

in	the	image.
Common	statistical	features	based	on	histogram	are	as	follows:

(1)
Mean	value:	The	mean	value	reflects	the	average	gray	value	of	an	image.

(4.2)

	

(2)
Variance:	The	variance	reflects	the	discrete	distribution	of	the	grayscale	of
an	image.

(4.3)

	

(3)



Skewness:	The	skewness	reflects	the	degree	of	asymmetry	of	the	image’s
histogram	distribution.	The	larger	the	degree	of	skewness	is,	the	more
asymmetric	the	histogram	distribution	is,	otherwise,	the	more	symmetrical
it	is.

(4.4)

	

(4)
Kurtosis:	The	kurtosis	reflects	the	approximate	state	of	the	grayscale
distribution	in	an	image	when	it	is	close	to	the	mean	value.	And	it	is	used
to	determine	whether	the	grayscale	distribution	is	concentrated	near	the
average	grayscale	greatly.	The	smaller	the	kurtosis,	the	more	concentrated
it	is,	otherwise,	the	more	dispersed.

(4.5)

	

(5)
Energy:	The	energy	reflects	the	degree	of	uniformity	of	the	grayscale
distribution,	and	the	energy	is	larger	when	the	grayscale	distribution	is
more	uniform.	On	the	contrary,	the	smaller	it	is.

(4.6)

	

(6)
Entropy:	The	entropy	also	reflects	the	uniformity	of	histogram	gray
distribution.

(4.7)

	

The	programme	for	extracting	the	mean	feature	of	the	histogram	is	shown	as
PROGRAMME	4.1.

PROGRAMME	4.1:	Grayscale	Histogram	Mean	Feature	Extraction



4.2.2	 Histograms	of	Oriented	Gradients
HOG	is	a	feature	descriptor	used	to	perform	object	detection	in	computer	vision
and	image	processing.	The	features	are	constructed	by	calculating	and	counting



and	image	processing.	The	features	are	constructed	by	calculating	and	counting
histograms	of	gradient	directions	in	the	local	area	of	images.	HOG	feature	is	a
statistical	pedestrian	characteristic	in	a	local	area,	so	it	is	not	sensitive	to
illumination	and	positional	offset,	and	it	owns	strong	robustness.	The	classic
HOG	feature	extraction	and	calculation	process	are	as	follows:

(1)
Standardized	Gamma	space	and	color	space:	Adopt	the	Gamma
correction	method	to	normalize	the	input	image	in	color	space	for
adjusting	image’s	contrast	ratio	and	reducing	the	impact	caused	by	the
local	shadow	and	illumination	changes.	Meanwhile,	the	noise
interference	can	also	be	restrained.	Here	we	set	Gamma	equal	to	1/2.

(4.8)

	

(2)
Calculate	the	gradient	of	images:	Calculate	the	image	gradient	of
abscissa	and	ordinate	direction	 	and	 ,	as	shown	in

Eq.	(4.9).	Then	calculate	the	gradient	direction	value	 	of	each

pixel	position,	as	shown	in	Eqs.	(4.10)	and	(4.11).	The	derivative
operation	not	only	capture	the	contours,	silhouette	and	texture
information,	but	also	weaken	the	effect	of	illumination.

(4.9)

(4.10)

(4.11)

	

(3)
Make	statistics	of	which	bin	every	pixel	belongs	to:	Pixels	of	the
gradient	direction	in	 	are	divided	into	nine	uniform	small

intervals,	and	we	use	 	to	represent	the	gradient	intensity	of

pixel	 	on	the	kth	gradient	direction.

	



(4.12)

(4)
Image	block	and	cell	unit:	Dividing	the	picture	into	several	blocks,
and	each	of	which	is	divided	into	several	cell	units,	as	shown	in
Fig.	4.1.	Assuming	that	the	size	of	the	image	is	 ,	the	size	of

the	block	is	 ,	each	block	is	divided	into	four	cell	units

averagely,	each	cell	is	 .	Counting	each	direction’s	distribution	of

the	gradient	values	of	all	the	pixels	in	each	cell	and	classifying	them
into	nine	bins	between	 ,	thus	we	can	get	the	eigenvectors	of

cells.	Four	cell	eigenvectors	in	each	block	are	connected,	then	we	can
get	the	eigenvectors	of	each	block.	The	cell’s	eigenvector	is	9-
dimension,	and	the	block’s	eigenvector	is	36-dimension.	With	8	pixels
for	a	step,	there	are	7	scan	windows	in	the	horizontal	direction	and	15
scan	windows	in	the	vertical	direction.	Then	the	eigenvector	is	3780-
dimension.

	



Fig.	4.1 	HOG	feature	diagram

(5)
Normalization:	To	further	eliminate	the	influence	of	illumination,
each	cell	is	normalized:

(4.13)

	

The	programme	of	HOG	feature	extraction	is	shown	as	PROGRAMME	4.2.
PROGRAMME	4.2:	HOG	Feature	Extraction







See	Fig.	4.2.

Fig.	4.2 	Original	drawing	and	HOG	feature	extraction	result

4.3	 Texture	Features
Texture	is	a	spatial	distribution	in	a	certain	image	area,	where	neighboring
pixels’	grayscale,	tone,	color	etc.	subject	to	some	statistical	arrangement	rules.
Not	only	it	reflects	the	grayscale	statistical	information	of	the	image,	but	also
reflects	the	spatial	distribution	information	and	the	structural	information	of	the
image.	The	texture	of	an	image	is	an	organized	local	feature	that	can	be
qualitatively	represented	by	one	or	more	of	the	following	descriptions:
coarseness,	contrast,	directionality,	line-likeness,	regularity,	roughness,
indention	and	so	on.	The	basic	characteristic	of	texture	is	shift	invariance,	that	is,
the	visual	perception	of	the	texture	is	essentially	unrelated	to	its	position	in
images.



4.3.1	 Haralick	Texture	Descriptors
Haralick	et	al.	proposed	Gray-Level	Co-occurrence	Matrices	(GLCM)	and	their
texture	feature	descriptors	in	1973.	Because	of	its	good	performance,	this	feature
still	owns	a	wide	range	of	applications	today.	GLCM	reflects	the	comprehensive
information	of	the	image	grayscale	which	refer	to	the	direction,	the	neighboring
interval	and	the	rangeability.	It	can	be	seen	as	the	basis	of	analyzing	the	unit	of
images	and	the	arrangement	structure.	As	the	characteristic	of	texture	analysis,
instead	of	applying	GLCM	directly,	it	often	extracts	texture	feature	on	the	basis
of	GLCM.

From	the	mathematical	point	of	view,	each	element	of	the	co-occurrence
matrix	is	the	calculation	of	the	second	joint	conditional	probability	density	

	between	the	image’s	grayscales.	Starting	with	the	grayscale	 ,	

	indicates	the	probability	of	occurrence	of	the	grayscale	j,	where	d

represents	spatial	distance,	 	indicates	the	orientation,	and	it	takes	 	as	starting

point.	Generally	speaking,	d	is	different	from	 .	The	direction	can	usually	be

defined	into	four	types	which	named	horizontal,	vertical,	left	diagonal	and	right
diagonal	respectively,	that	is,	0°,	90°,	45°	and	135°,	specifics	as	shown	in
Fig.	4.3.

Fig.	4.3 	The	calculation	of	the	four	defined	directions	in	the	co-occurrence	matrix

According	to	the	co-occurrence	matrix	

(Where	 	is	grayscale),	we	can	define	a	lot	of	texture	features.	Haralick	et	al.

have	defined	14	texture	features,	mainly	in	the	following:

(a)
Energy:	

(b)
Entropy:	



(c)
Correlation:	

(d)
Local	uniformity:	

(e)
Moment	of	inertia:	

In	the	above	formula,

The	co-occurrence	matrix	is	one	of	the	most	common	method	in	texture
analysis.	It	indicates	the	interrelationship	between	grayscale	models,	which	are
not	affected	by	monotonic	grayscale	transformation.	The	specific
implementation	steps	of	Haralick	texture	extraction	are	as	follows:

Step
1: Read	the	image.	If	the	original	input	is	color	image,

convert	the	RGB	image	into	the	gray	image	for	calculating
grayscale	co-occurrence	matrix	in	the	next	step.

	

Step
2: The	complexity	of	grayscale	co-occurrence	matrix	is	very

huge.	If	the	of	the	original	image	has	a	high	grayscale	value,
	



huge.	If	the	of	the	original	image	has	a	high	grayscale	value,
we	can	compress	grayscale	value	first	to	reduce	gray	levels.

Step
3: Select	the	distance	and	angle,	then	calculate	the	grayscale

co-occurrence	matrix.
	

Step
4: Select	the	appropriate	texture	features,	then	calculate	the

texture	parameters.
	

Step
5: The	characteristics	can	be	further	extracted	as	needed,

such	as	mean,	variance	et	al.	and	select	them	as	the	final
image	characteristics.

	

The	corresponding	MATLAB	programme	is	shown	as	PROGRAMME	4.3.
The	texture	features	selected	here	are	energy,	entropy,	moment	and	correlation.

PROGRAMME	4.3:	Haralick	Texture	Extraction











Table	4.1	shows	four	characteristics	(energy,	entropy,	moment	of	inertia	and
correlation)	in	four	directions	based	on	grayscale	co-occurrence	matrix	of
Fig.	4.4.	The	grayscale	of	the	image	is	compressed	to	16.	Based	on	this,	the
above	texture	features	are	further	compressed,	the	mean	value	and	variance	are
selected	as	characteristics.	The	results	are	shown	in	Table	4.2.

Table	4.1 	The	selected	four	Haralick	textures	in	4	directions

	 0° 45° 90° 135°

Energy 0.0735 0.0720 0.0919 0.0670

Entropy 3.2379 3.2488 3.0074 3.3636

Moment	of	inertia 0.9512 0.9564 0.6465 1.3582

Correlation 0.1910 0.1907 0.1978 0.1816

Fig.	4.4 	The	original	image

Table	4.2 	The	further	compressed	Haralick	texture

	 Mean Variance



Energy 0.0761 0.0109

Entropy 3.2144 0.1493

Moment	of	inertia 0.9781 0.2919

Correlation 0.1903 0.0066

4.3.2	 Wavelet	Texture	Descriptors
Wavelet	transform	is	a	linear	operation	that	decomposes	the	signal	into	different
scale	components.	In	practice,	we	convolve	signal	by	multi-scale	filters	to
realize	its	implementation.	Wavelet	transform	provides	a	tool	to	analyze	image
texture	on	different	scales.

The	wavelet	transform	is	often	compared	with	the	Fourier	transform,	in
which	signals	are	represented	as	a	sum	of	sinusoids.	In	fact,	the	Fourier
transform	can	be	viewed	as	a	special	case	of	the	continuous	wavelet	transform
with	the	choice	of	the	mother	wavelet.	The	main	difference	in	general	is	that
wavelets	are	localized	in	both	time	and	frequency	whereas	the	standard	Fourier
transform	is	only	localized	in	frequency.	The	Short-time	Fourier	transform
(STFT)	is	similar	to	the	wavelet	transform,	in	that	it	is	also	time	and	frequency
localized,	but	there	are	issues	with	the	frequency/time	resolution	trade-off.

The	wavelet	transform’s	multi-resolution	properties	enables	large	temporal
supports	for	lower	frequencies	while	maintaining	short	temporal	widths	for
higher	frequencies	by	the	scaling	properties	of	the	wavelet	transform.	This
property	extends	conventional	time-frequency	analysis	into	time-scale	analysis
[7].

If	the	function	 	and	satisfies	the	condition	 ,	we

call	it	a	basic	wavelet	or	mother	wavelet.	Telescope	generated	function	cluster	
	by	translating	the	mother	wavelet	constitute	a

group	of	wavelet	base,	where	a	is	the	scale	parameter,	and	b	is	the	position
parameter.	Then	the	continuous	wavelet	transforms	of	signal	 	on	the	scale	

	and	the	position	 	is	defined	as:

(4.14)



where	 	represents	dot-product.	The	form	of	convolution	is	represented	as	

.	So,	wavelet	transform	can	be	seen	as	a	calculation	of

wave	filtering	between	original	signals	and	a	set	of	multi-scale	filters,	then
decomposes	the	signal	into	a	series	of	bands	for	processing.
In	practice,	it	is	necessary	to	discretize	the	above	continuous	wavelet	and	its
wavelet	transform.	The	binary	discretization	of	continuous	wavelet	transform’s
stretching	and	the	discretization	of	convoluted	translation	are	as	follow:

(4.15)
In	this	way,	it	can	obtain	the	wavelet	transform	which	is	discrete	to	scale-

time,	that	is,	multi-resolution	analysis.
The	wavelet	function	 	is	generated	by	the	linear	combination	of	scaling

and	translation	of	the	scaling	function	 .	And	the	scaling	function	

satisfies	the	two-scale	difference	equation,	that	is,	the	function	with	a	certain
scale	can	be	derived	from	the	linear	combination	of	its	next	scale.	They	satisfy
the	following	two-scale	relationship	equations:

(4.16)

(4.17)

where	h	is	a	low-pass	filter	and	g	is	a	high-pass	filter,	h	and	g	are	the	quadrature
mirror	filters.	The	relationship	between	them	is	as	follow:

For	the	two-dimensional	wavelet	transform,	the	wavelet	basis	function	and	the
scaling	function	can	be	obtained	by	the	vector	product	of	the	one-dimensional
wavelet	function	 	and	the	scaling	function	 .



(4.18)

	is	a	two-dimensional	scaling	function.	And	

	are	two-dimensional	wavelet	functions.

Under	the	resolution	of	 ,	the	approximation	 	of	the	image	signal	

	can	be	expressed	as	an	inner	product	relationship:

(4.19)
Under	the	different	resolutions	of	 	and	 ,	the	information	of	the

image’s	approximations	 	and	 	is	different.	And	the	difference

signals	can	be	indicted	by	the	detail	signal	 ,	which	can	be	represented	by

three	detail	images	 :

(4.20)
The	detail	subgraph	is	the	high	frequency	component	of	the	original	image,

which	contains	the	main	texture	information.	So,	we	take	the	energy	of	some
detail	subgraphs	as	the	texture	feature,	and	they	reflect	the	energy	distribution
along	the	frequency	axis	about	the	scale	and	direction.	The	common	method
uses	the	texture	energy	macro	feature	 	which	defined	in	the	window	of	

	to	extract	features	from	multiple	channels:



(4.21)
where	 	is	the	eigenvalue	of	pixel	 ,	and	 	represents	the	first	

	wavelet	coefficients	of	 	window	which	centered	on

pixel	 .

(1)
Color	texture	feature	extraction	in	RGB	space	

The	most	direct	way	is	to	perform	two-layer	wavelet	decomposition	and	extract
wavelet	energy	on	every	channel	of	an	image	when	refers	to	RGB	images.

Figure	4.5	shows	the	result	of	the	two-layer	wavelet	decomposition	of	the
image.

Fig.	4.5 	The	result	of	two-layer	wavelet	decomposition

In	general,	the	RGB	three	channels	of	the	color	image	are	not	independent,
so,	there	is	a	correlation	between	the	wavelet	coefficients	of	different	channels.
Utilize	the	wavelet	to	perform	two-layer	decomposition	of	the	color	image	and
extract	the	wavelet	covariance	signal	to	get	a	36-dimensional	eigenvector.



(2)
Color	texture	feature	extraction	in	HIS	space	
The	color	value	in	RGB	space	cannot	reflect	human	visual	system

characteristics.	It	is	necessary	to	convert	it	into	other	color	models	for	meeting
the	psychological	sense	of	people.	Here,	we	use	the	H:	Hue,	S:	Saturation,	I:
Illumination	(HSI)	model	as	example.	Perform	the	two-layer	wavelet
decomposition	and	extract	its	wavelet	energy.	 	represents	the	wavelet	energy

of	subgraph	 	in	the	channel	 :

(4.22)
where	 , 	is	the	number	of	decomposition	layer,	and	 	are

the	corresponding	three	details.	 	represent	the	 	three

channels	of	the	image	respectively.
Utilize	the	wavelet	texture	analysis	method	to	perform	wavelet	decomposition	of
the	HSI	channels	and	extract	its	wavelet	energy.	Then	we	normalize	the	data	and
get	the	energy	characteristics:

where	 	represents	three	high	frequency	details,	and	 	is	the	number

of	decomposition	layers.	When	 	equals	to	2,	it	will	get	an	18-dimensional

feature	about	color	and	texture	attributes	which	is	more	consistent	with	the
human	visual	system.
As	a	multi-scale	analysis	method,	wavelet	transform	can	reserve	the	spatial
frequency	decomposition	characteristics	of	signals	better.	And	the	characteristic
energy	signals	extracted	by	the	wavelet	decomposition	are	fused	with	color	and
texture	information,	which	can	simulate	the	human	visual	system	better.

The	part	of	MATLAB	code	of	wavelet	texture	feature	extraction	is	shown	in
PROGRAMME	4.4:

PROGRAMME	4.4:	Wavelet	Texture	Feature	Extraction





4.3.3	 LBP	Texture	Descriptors



Local	Binary	Pattern	(LBP)	[8]	is	a	kind	of	texture	descriptors	to	describe	the
local	texture	feature	of	the	image,	which	has	obvious	advantages	such	as	rotation
invariance	and	grayscale	invariance.	By	comparing	the	grayscale	value	of	each
pixel	with	the	value	of	its	neighborhoods,	we	can	utilize	the	binary
representation	of	the	comparison	to	describe	the	texture	of	an	image.	It	can
perform	efficient	measurement	and	extraction	of	texture	information	on	local
neighboring	area	of	the	grayscale	image.	LBP	has	been	widely	used	in	texture
classification,	image	retrieval,	facial	image	analysis	and	other	fields.

The	initial	LBP	algorithm	compares	the	pixels	in	the	 	neighborhood

with	the	center	pixel.	And	if	the	value	of	neighboring	pixel	is	larger	than	or
equal	to	the	grayscale	value	of	center	pixel,	the	grayscale	value	of	neighboring
pixel	will	be	set	to	1.	Otherwise	it	will	be	set	to	zero.	The	 	neighborhood

will	form	the	8-bit	binary	number	according	some	order	after	computation	of
LBP,	and	its	range	is	between	0	and	255.	Since	the	LBP	owns	good	local
characteristics,	it	still	maintains	visual	characteristics	of	the	original	image	even
after	transformation.	Figure	4.6	shows	the	schematic	diagram	of	the	basic	LBP.
First	of	all,	we	select	a	point	randomly	from	the	original	image	and	take	its	

	neighborhood.	Then	set	the	value	of	center	point	as	the	threshold	and

compare	the	grayscale	value	of	8	pixels	in	its	neighborhood	with	threshold.	So,
we	can	get	the	binary	pattern	of	the	region	and	the	pattern	is	represented	by
binary	code.	Next,	we	convert	binary	code	into	decimal	number,	that	is	the	LBP
code	of	center	point.	The	histogram	of	LBP	code	can	be	used	to	describe	the
texture	structure	of	the	region.

Fig.	4.6 	Schematic	diagram	of	the	basic	LBP	operator

The	monotonic	change	of	the	grayscale	value	will	not	cause	the	change	of
LBP	code.	At	the	same	time,	comparing	the	corresponding	LBP	code	with	the
pixel	value,	it	adds	the	correlation	of	the	pixel	and	its	surrounding	pixels,	which
can	fully	characterize	the	image	features	and	reduce	the	influence	of	illumination
changes	and	angle	changes	on	feature	extraction.



changes	and	angle	changes	on	feature	extraction.
The	original	image	after	LBP	transformation	should	be	transformed	into	the

histogram,	and	the	histogram	can	be	calculated	by	using	the	Eq.	(4.23).

(4.23)

where	

The	experiment	shows	that	it	is	not	enough	to	extract	the	LBP	histogram	of
an	image	in	giant	database.	In	the	case	of	ear	recognition,	if	the	LBP	histogram
of	the	entire	ear	image	is	used	as	the	final	feature	merely,	the	recognition	rate	is
very	low.	To	solve	this	problem,	the	original	human	ear	image	may	be	divided
into	some	blocks,	such	as	 	or	 .	Then	we	can	calculate	the	LBP

histogram	of	each	block.
Specific	implementation	steps	are	as	follows:

Step
1: Divide	the	original	image	A	into	 	blocks. 	
Step
2: Divide	the	original	image	into	16	blocks	of	 ,	reconstruct	the	above

blocks	respectively.	Then,	the	image	becomes	 	by

adding	the	whole	0	layer	to	the	outside	of	the	image	matrix.

	

Step
3: Utilize	the	LBP	algorithm	to	calculate	the	image	after	reconstruction	and

get	the	matrix	LBP_A.
	

Step
4: Count	the	histogram	of	16	LBP_A,	and	take	its	vector	as	feature	vector.

So,	we	can	get	16	feature	vectors.
	

Step
5: Merge	the	16	feature	vectors	into	SVM	for	recognition. 	

The	code	of	main	function	is	shown	as	PROGRAMME	4.5.
PROGRAMME	4.5:	LBP	Feature	Extraction







4.4	 Corner	Feature	Extraction
4.4.1	 Moravec	Algorithm
The	corner	detection	operator	proposed	by	Moravec	in	1981	is	a	method	of
corner	detection	based	on	grayscale	variance.	The	operator	calculates	the
grayscale	variance	of	a	pixel	in	the	image	along	the	horizontal,	vertical,	diagonal
and	anti-diagonal	directions,	where	the	minimum	value	is	chosen	as	Corner
Response	Function	(CRF).	Then	estimate	the	corner	by	local	non-maximum
suppression.	Specific	implementation	steps	are	as	follows:

Step
1: In	the	 	window	centered	on	the	image	pixel	 ,	utilize	the

following	equations	to	calculate	the	grayscale	variance	in	the	four
directions	of	each	pixel,	that	is,	the	average	grayscale	change.

	

(4.24)

(4.25)

(4.26)

(4.27)

where	 ,	 	represents	rounding.	 	represents	the	grayscale

value	at	 	and	so	on.	The	smallest	one	of	the	four	values	above	will	be

selected	as	CRF	for	the	pixel	 :



(4.28)

Step
2: According	to	the	threshold	set	by	the	actual	image,	use	the	window	to

traverse	grayscale	image	and	select	the	point	whose	CRF	is	greater	than
the	threshold	as	the	candidate	corner.	The	principle	of	choosing	the
threshold	is	that	the	candidate	corner	should	contain	enough	real	corners,
and	the	number	of	false	corners	should	be	as	few	as	possible.

	

Step
3: Select	the	corner	by	local	non-maximum	suppression.	Within	the	window

of	a	certain	size,	take	out	the	corner	whose	CRF	is	not	a	maximum	value
from	the	candidate	corners	in	the	second	step	and	retain	the	maximum
value	to	be	the	corner.

	

The	most	notable	characteristic	of	Moravec	operator	is	that	the	algorithm	is
simple,	and	the	computation	speed	is	fast.	The	related	code	is	shown	as
PROGRAMME	4.6:	PROGRAMME	4.6:	Moravec	Corner	Detection





The	corner	detection	result	extracted	by	Moravec	operator	is	shown	in	Fig.	4.7.

Fig.	4.7 	The	results	of	Moravec	operator	extracting	corner

4.4.2	 Harris	Corner	Detection	Operator
Harris	corner	detection	operator	was	presented	by	Chris	Harris	and	Mike
Stephens	in	1988.	It	is	a	feature	extraction	algorithm	for	point	based	on	still
images.	The	operator	is	inspired	by	the	autocorrelation	function	in	the	signal
processing,	given	the	matrix	associated	with	the	autocorrelation	function.	The
eigenvalue	of	the	matrix	is	the	first	order	curvature	of	the	autocorrelation
function.	For	any	points	in	the	image,	if	its	horizontal	and	vertical	curvature
values	are	higher	than	its	local	neighborhood,	the	point	will	be	considered	to	be
a	feature	point.

Actually,	Harris	corner	detection	operator	is	the	improvement	and
optimization	to	Moravec	operator.	Based	on	the	Moravec	corner	detection
operator,	the	Harris	operator	is	obtained:

(1) Moravec	operator	studies	the	average	change	of	the	brightness
value	of	the	image’s	local	window	after	a	little	deviation	in
different	directions.	So,	we	need	to	consider	3	kinds	of	situations:

(a)
If	the	brightness	value	of	the	image	in	the

window	blocks	are	constant,	then	the	deviation	of
	



window	blocks	are	constant,	then	the	deviation	of
all	the	different	directions	only	leads	to	a	small
change.

(b)
If	the	window	spans	an	edge,	the	deviation	on

the	edge	will	result	in	a	small	change,	but	the
vertical	deviation	will	result	in	a	big	change.

	

(c)
If	the	window	block	contains	a	corner	or

isolated	point,	then	the	deviation	of	all	different
directions	will	cause	a	big	change.	Therefore,	the
point	is	the	corner	where	the	minimum	change
value	caused	by	the	deviation	in	any	direction	is
greater	than	a	certain	threshold.

	

	
(2)

The	problem	of	Moravec	operator	and	the	solution	of	Harris	et	al.:	
(a)

Only	considering	8	directions	of	every	45°,	the	small	deviation	of	all
directions	can	be	reflected	by	extending	the	area	change	E:

	

(4.29)

where	the	first	derivative	is	approximate	to:

⊗	is	the	Kronecker	product,	an	operation	on	two	matrices	of	arbitrary	size
resulting	in	a	block,	So	small	deviation	can	be	written	as:	So	small	deviation	can
be	written	as:

(4.30)

where



(b)
Moravec	operator	has	no	noise	reduction,	so	it	is	sensitive	to	noise.	We	can
use	Gaussian	smooth	to	denoise:

	

(4.31)

(c)
Only	consider	the	minimum	value	of	E,	the	Moravec	operator	is	sensitive
to	the	edge	response.	So,	the	corner	rule	is	redefined	to	solve	the	problem
and	E	can	be	written	as:

	

(4.32)

where	 	is	a	 	symmetric	matrix.

Note:	E	is	closely	related	to	the	local	autocorrelation	function,	and	M
describes	the	shape	of	E	which	at	the	original	point.	Let	 	and	 	be	the	2

eigenvalues	of	M,	 	and	 	are	proportional	to	the	main	curvature	of	the	local

autocorrelation	function,	which	can	be	used	to	describe	the	rotation	invariance	of
M.	We	consider	3	kinds	of	situation	for	 	and	 :

(a)
Assuming	that	both	 	and	 	are	small,	so	that	the	local

autocorrelation	function	is	flat.	Then	the	brightness	of	the
window	area	in	the	image	is	approximately	invariant.

	

(b)
Assuming	that	one	of	the	values	is	large	and	the	other

small,	so	that	the	local	autocorrelation	function	presents	a
ridge	shape.	Then	it	shows	one	edge.

	

(c) Assuming	that	both	 	and	 	are	large,	so	that	the	local 	



autocorrelation	function	presents	a	shape	of	the	mutant	peak.
Then	any	direction’s	deviation	will	be	added	by	E	and	it	must
be	the	corner.

(3)
To	avoid	asking	for	eigenvalues,	calculate:	

(4.33)

Then	the	Harris	corner	detection	operator	is	defined	as:

(4.34)

If	 ,	it	is	the	corner.	If	 ,	it	is	the	edge.	The	invariant	area	R	is

very	small.
Harris	corner	detection	operator	is	not	sensitive	to	noise.	But	it	gets	a	good

performance	on	detection	of	L-shape	corner.	Due	to	the	three	Gaussian	filtering,
the	speed	of	detection	is	slow.

Harris	corner	detection	subroutine	is	shown	as	PROGRAMME	4.7.
PROGRAMME	4.7:	Harris	Corner	Detection	Function







4.4.3	 SUSAN	Corner	Detection	Algorithm
SUSAN	algorithm	is	an	algorithm	proposed	by	Smith	et	al.	in	1997	to	calculate
the	corner	features	in	an	image.	SUSAN	algorithm	uses	a	circular	template	(as
shown	in	Fig.	4.8).	Define	the	center	pixel	to	be	detected	as	the	core	points,	then
the	neighborhood	of	core	point	is	divided	into	two	regions:	one	named	Univalue
Segment	Assimilating	Nucleus	(USAN)	where	the	luminance	value	is	similar	to
the	core	point	and	another	area	where	the	luminance	value	is	not	similar	to	the



core	point.

Fig.	4.8 	Circular	template

The	typical	USAN	area	is	shown	in	Fig.	4.9.	When	the	template	moves	on
the	image,	as	shown	in	Fig.	4.9a,	if	the	circle	template	is	completely	covered	by
background	or	target	area,	its	USAN	area	is	the	largest.	When	the	core	point
located	at	the	edge,	the	USAN	area	is	reduced	by	half	which	is	shown	in
Fig.	4.9c.	When	the	core	point	located	at	the	corner,	the	USAN	area	is	the
smallest,	as	shown	in	Fig.	4.9d.	Based	on	this	principle,	Smith	proposed	the
SUSAN	corner	detection	algorithm.

Fig.	4.9 	The	typical	area:	a	the	circular	template	is	in	the	same	area,	b	the	core	is	in	the	area,	c	the	core	is
on	the	edge	of	the	area,	d	the	core	at	the	regional	corner



The	specific	steps	of	SUSAN	corner	detection	algorithm	are	as	follows:

Step
1:

A	circular	template	with	the	size	of	37	pixels	slides	on	the	image.	Compare
the	gray	level	of	each	pixel	in	the	template	to	template	kernel,	and
determine	whether	it	belongs	to	the	USAN	area.	The	discriminant	function
is	as	follows:

(4.35)

	
Step

2: Count	the	number	n(r0)	of	pixels	which	have	the	similar
brightness	values	with	the	kernel	point	in	the	circular	template.

(4.36)

where	D(r0)	is	the	circular	template	centered	on	r0.

	

Step
3: We	use	the	following	corner	response	function.	If	the	USAN

value	of	a	pixel	is	less	than	a	certain	threshold,	the	point	is
considered	as	the	initial	corner.	Where	g	can	be	set	to	half	of	the
maximum	area	of	USAN.

(4.37)

	

Step
4: Perform	non-maximum	suppression	on	the	initial	corner	to	get

the	final	corner.
	

The	implementation	is	shown	as	PROGRAMME	4.8.
PROGRAMME	4.8:	SUSAN	Corner	Detection







4.5	 Local	Invariant	Feature	Point	Extraction
Local	feature	description	is	a	basic	research	problem	in	computer	vision.	It	plays
an	important	role	on	finding	the	corresponding	points	in	the	image	and
describing	the	object	features.	It	is	a	basis	of	many	methods,	so	it	is	also	a	hot
spot	in	the	field	of	vision	research	with	a	wide	range	of	applications.

The	fundamental	problem	of	local	feature	description	is	invariance
(robustness)	[8–13]	and	distinguishability.	It	is	usually	for	dealing	with	various
image	transformations	robustly	when	use	the	local	feature	descriptors.
Therefore,	the	invariance	is	the	first	problem	to	be	considered	in	constructing	or
designing	feature	descriptors.	However,	the	distinguishability	of	feature
descriptors	is	often	inconsistent	with	its	invariance.	In	other	words,	it	is	weaker
for	a	feature	descriptor	with	a	large	number	of	invariance	to	distinguish	the	local
content	of	the	image.	However,	if	a	feature	descriptor	is	easy	to	distinguish
different	local	contents	of	the	image,	its	robustness	is	often	not	enough.	On	the
other	hand,	if	the	local	gray	histogram	is	used	to	describe	the	feature,	this
description	has	strong	invariance	and	it	is	robust	to	rotation	changes	of	the	local
image	content.	But	its	ability	of	discrimination	is	weak.	For	example,	it	is
impossible	to	distinguish	two	local	image	blocks	with	the	same	gray	histogram
but	different	contents.

Scale	Invariant	Feature	Transform	(SIFT)	is	the	most	widely	used	one
among	the	local	feature	descriptors.	It	was	first	proposed	in	1999	and	refined	by
2004.	Not	only	SIFT	owns	invariance	of	changes	such	as	scale,	rotation,	and	a
certain	angle	of	view	and	illumination	change,	but	also	has	a	strong
discriminability,	so	it	has	been	applied	widely	in	object	recognition,	3D
reconstruction	and	image	retrieval	since	it	was	put	forward.

Speeded	Up	Robust	Features	(SURF)	is	an	improved	version	of	SIFT.	It	uses
Haar	wavelet	to	approximate	the	gradient	operation	in	SIFT	and	the	integral
graph	technique	for	fast	computation.	SURF	is	3–7	times	faster	than	SIFT,	and
in	most	cases,	it	has	the	same	performance	as	SIFT.	So,	it	has	been	used	in	many
applications,	especially	for	occasions	with	high	demand	of	time.

4.5.1	 Local	Invariant	Point	Feature	of	SURF
When	it	refers	to	pedestrian	detection	and	tracking	in	intelligent	monitoring
system,	the	size	of	the	pedestrian	often	has	different	scales	with	the	camera	angle
and	distance.	If	we	do	not	timely	correct	the	size	of	feature	point,	it	will	not
make	pedestrians	match.	To	solve	this	problem,	Bay	et	al.	proposed	scale
invariant	SURF	feature	detection.	The	feature	of	SURF	is	calculated	mainly	by



the	following	steps:

(1)
Construct	Hessian	matrix	

SURF	algorithm	uses	Hessian	matrix	to	extract	feature	points,	so	Hessian
matrix	is	the	core	of	SURF	algorithm.	Assuming	that	the	image	is	 ,	it	is
necessary	to	perform	the	Gauss	filtering	before	constructing	the	Hessian	matrix,
and	the	calculation	is	shown	in	the	formula	(4.38).

(4.38)

where	the	dot	product	is	an	algebraic	operation	that	takes	two	equal-length
vectors	and	returns	a	single	number.

Where	 	is	a	convolution	of	images	at	different	scales	of	 ,	which

can	be	realized	by	convolution	of	Gauss	kernel	 	and	image	function	 	at

the	point	 .	The	Hessian	matrix	discriminant	of	each	pixel	is	defined	as:

(4.39)

(2)
Generate	scale	space	
The	scale	space	of	images	is	the	representation	of	images	at	different	scales.

Pyramid	images	are	divided	into	many	layers,	and	each	layer	has	several	images
at	different	scales.	During	the	Gaussian	Blur,	the	size	of	SIFT	filter	is	always
stay	the	same.	We	only	change	the	size	of	each	layer	of	images	and	the	size	of
filters	to	get	different	size	of	the	picture,	it	can	reduce	the	sampling	time	greatly
as	shown	in	following	Fig.	4.10.



Fig.	4.10 	The	comparison	of	SIFT	and	SURF	scale	spanning	spaces

(3)
Select	feature	points	
Each	pixel	point	processed	by	the	Hessian	matrix	is	compared	with	the	26

neighboring	points	of	the	3-dimensional	neighborhood.	If	it	is	the	maximum	or
minimum	of	the	26	points,	it	is	retained	as	the	feature	point,	as	shown	in
Fig.	4.11.

Fig.	4.11 	The	selection	of	SURF	feature	point

(4)
Select	the	main	direction	of	feature	points	



For	ensure	the	rotation	invariance,	SURF	counts	Haar	wavelet	features	in
neighborhood	of	the	feature	points.	Within	the	radius	of	 	centered	by	feature

point,	we	calculate	the	Haar	wavelet	response	sum	of	all	points	in	the	horizontal
and	vertical	directions	within	60°	sector.	And	we	select	the	main	direction	of	the
feature	point	where	the	response	sum	is	the	maximum,	as	shown	in	Fig.	4.12.

Fig.	4.12 	Determination	of	the	main	direction	of	the	feature	point

(5)
Construct	SURF	feature	point	description	operator	
SURF	takes	a	square	box	in	the	main	direction	around	the	feature	points.	As

shown	in	Fig.	4.13,	we	divide	the	frame	into	4	*	4	sub	regions	and	count	the
Haar	wavelet	features	of	the	horizontal	and	vertical	directions	of	all	pixels	in	sub
regions.

Fig.	4.13 	SURF	feature	point	description

The	program	of	SURF	feature	detection	and	matching	is	shown	as
PROGRAMME	4.9	(Fig.	4.14).



Fig.	4.14 	SURF	matching	results

PROGRAMME	4.9:	SURF	Feature	Detection	and	Matching



4.5.2	 SIFT	Scale-Invariant	Feature	Algorithm
Scale-Invariant	Feature	Transform	(SIFT)	is	a	local	descriptor	proposed	by
David	G.	Lowe	in	1999.	It	has	the	invariance	of	scale,	rotation	and	translation
and	it	is	robust	to	illumination	change,	affine	transformation	and	3-D	projection
transformation.	The	algorithm	is	used	for	object	recognition	and	image
matching.	The	main	idea	of	SIFT	algorithm	is	to	find	the	extreme	points	in	scale
space,	and	then	filter	the	extreme	points	to	find	the	stable	feature	points.	Finally,
the	local	characteristics	of	the	image	are	extracted	around	each	stable	feature
point	and	form	a	local	descriptor	used	in	later	matching.	The	concrete



point	and	form	a	local	descriptor	used	in	later	matching.	The	concrete
implementation	process	is	as	follows:

1.
Construct	scale	space

(1)
Multi-resolution	image	pyramid	

	

The	early	multi-scale	image	is	represented	as	the	form	of	an	image	pyramid.
The	image	pyramid	is	a	set	of	results	obtained	by	the	same	image	at	different
resolutions.	The	generation	process	usually	includes	two	steps:

a.
Smooth	the	original	image 	

b.
Downsample	the	processed	image	(Usually	1/2	of	the

horizontal	and	vertical	direction)
	

After	downsampling,	it	can	get	a	series	of	constantly	shrinking	images.
Obviously,	each	layer	of	the	image	is	half	the	length	and	height	of	the	upper
layer	in	a	traditional	pyramid.	Although	the	generation	of	multi-resolution	image
pyramid	is	simple,	it	is	difficult	to	maintain	the	local	features	of	the	image	for	its
essence.	In	other	words,	it	is	hard	to	maintain	the	scale	invariance	of	the	feature.

(2)
Gaussian	scale	space	
We	can	also	simulate	the	imaging	process	of	the	object	on	the	retina	through

the	fuzzy	degree.	The	closer	the	distance	is,	the	larger	the	size	is,	and	the	image
is	blurrier.	That	is	the	Gauss	scale	space,	using	different	parameters	to	blur
image	(resolution	keep	the	same)	is	another	form	of	scale	space.

As	we	know,	the	convolution	of	image	and	Gauss	function	can	blur	the
image.	Different	‘Gauss	kernels’	can	be	used	to	get	different	blurred	images.	The
Gauss	scale	space	of	an	image	can	be	obtained	by	different	Gauss	convolution:

(4.40)
where	 	is	Gaussian	kernel	function.

(4.41)



(4.41)

	is	called	the	scale	space	factor,	which	is	the	standard	deviation	of	the

Gaussian	normal	distribution.	It	reflects	the	degree	of	the	blurred	image.	The
larger	the	value	is,	the	more	blurred	the	image	is,	and	the	corresponding	scale	is
larger.	 	represents	the	Gaussian	scale	space	of	the	image.

2.
Approximate	calculation	of	LoG	
The	purpose	of	constructing	scale	space	is	to	detect	the	feature	points	at

different	scales.	The	better	operator	to	detect	feature	points	is	 	(Gauss-

Laplace,	LoG).

(4.42)

Although	LoG	can	detect	the	feature	points	better,	its	computation	is	too
large.	Generally,	Difference	of	Gaussian	(DoG)	can	be	used	to	calculate	LoG
approximately.

Let	k	be	the	scaling	factor	of	two	adjacent	Gauss	scale	spaces,	then	DoG	is
defined:

(4.43)
where	 	is	the	gauss	scale	space	of	image.

3.
Extremum	detection	in	DoG	Space	

In	order	to	find	the	extreme	point	of	the	scale	space,	each	pixel	should	be
compared	with	all	the	adjacent	points	of	its	image	domain	(same	scale	space)
and	scale	field	(adjacent	scale	space).	When	it	is	greater	than	(or	less	than)	all
adjacent	points,	the	point	is	the	extreme	point.	The	first	and	last	layers	of	each
set	of	images	cannot	obtain	the	extremes	by	comparison.	In	order	to	satisfy	the



continuity	of	scale	transformation,	three	images	continue	to	be	generated	using
Gaussian	Blur	on	the	top	layer	of	each	set	of	images.	Each	group	of	the	gauss
pyramid	has	 	layers	of	the	image,	and	each	group	of	the	DoG	pyramid	has	

	layers.

Let	 ,	that	is,	each	group	has	3	layers,	then	 .	Each	group

in	pyramid	has	3	layers	of	images,	and	each	group	in	DoG	pyramid	has	2	layers
of	images.	The	first	group	in	DoG	pyramid	has	two	layers	of	scales:	 	and	 .

The	second	group	has	two	layers	of	scales:	 	and	 .	Only	two	items	are

unable	to	get	the	extreme	values	by	comparison	(if	the	left	and	right	side	both
have	the	value,	we	can	get	the	extreme	values).	Since	we	cannot	compare	the
extremum,	we	need	to	continue	to	perform	the	Gauss	Blur	for	images	of	each
group,	so	that	the	scale	can	be	formed	as	 ,	 ,	 ,	 	and	 .	Then	we

choose	three	items	in	the	middle	 ,	 	and	 .	The	three	items	of	next

corresponding	group	obtained	by	downsampling	in	the	previous	group	is	 ,	

	and	 .	The	first	item	is	 ,	which	coincides

with	the	scale	of	the	last	item	 	in	the	last	group	(Fig.	4.15).



Fig.	4.15 	Continuity	of	scale	change

4.
Remove	the	bad	feature	points	
The	local	extreme	point	of	the	DoG	obtained	by	comparative	detection	is

found	in	the	discrete	space	search.	Since	the	discrete	space	is	the	result	of	the
continuous	space	sampling,	the	extreme	point	found	in	the	discrete	space	may	be
not	the	true	point.	So,	we	try	to	remove	the	point	that	does	not	satisfy	the
condition.	The	extreme	point	can	be	found	through	the	scale	space	DoG	function
curve	fitting.	The	essence	of	the	step	is	to	remove	the	asymmetric	point	of	DoG



curve	fitting.	The	essence	of	the	step	is	to	remove	the	asymmetric	point	of	DoG
local	curvature.

There	are	two	kinds	of	point	that	do	not	meet	the	requirements:

(1)
Low	contrast	feature	points	
Candidate	feature	point	 ,	whose	offset	is	defined	as	 ,	and	contrast	is	

.	Applying	Taylor	expansion	to	 :

(4.44)
Since	 	is	the	extreme	point	of	 ,	we	can	get	the	following	formula	by

the	derivation	of	the	upper	form	and	make	it	0.

(4.45)

And	then	substituted	the	obtained	Δx	into	the	Taylor	expansion	of	D	(x):

(4.46)

Set	the	contrast	threshold	to	 .	If	 ,	then	retain	the	feature	point,

otherwise	removed.

(2)
Unstable	edge	response	points	
The	principal	curvature	value	is	relatively	large	in	the	direction	of	the	edge

gradient,	and	the	principal	curvature	value	is	smaller	along	the	edge	direction.
The	principal	curvature	of	the	DoG	function	 	of	the	candidate	feature	point

is	proportional	to	the	eigenvalue	of	the	 	Hessian	matrix	 .

(4.47)



(4.47)

where	 ,	 ,	and	 	are	the	difference	between	the	corresponding

positions	of	the	candidate	point	neighborhood.
In	order	to	avoid	asking	for	specific	values,	the	proportion	can	be	obtained

by	 	feature.	Let	 	be	the	largest	eigenvalue	of	 	and	 	be

the	smallest	eigenvalue	of	 .	Then

(4.48)

(4.49)

where	 	is	the	trace	of	matrix	 ,	and	 	is	determinant	of	matrix	

.
Let	 	represent	the	ratio	of	the	maximum	eigenvalue	to	the	minimum

eigenvalue,	then	we	can	find:

(4.50)
The	result	of	the	upper	form	is	related	to	the	proportion	of	the	two

eigenvalues,	and	it	has	nothing	to	do	with	the	concrete	size.	When	the	two
eigenvalues	are	equal,	the	value	is	minimum,	and	it	increases	with	 .	Therefore,

in	order	to	detect	whether	the	principal	curvature	is	smaller	than	a	threshold	 ,

we	only	need	to	detect:

If	the	upper	form	is	established,	the	feature	point	will	be	removed,	otherwise
reserved.

5.



Determine	the	principal	direction	of	feature	points	
Through	the	above	steps,	we	have	found	the	feature	points	at	different	scales.

In	order	to	achieve	the	invariance	of	image	rotation,	it	is	necessary	to	assign	the
direction	of	feature	points.	The	direction	parameter	is	determined	by	the	gradient
distribution	of	the	neighbor	pixels	of	feature	points.	Then,	the	stable	direction	of
local	structure	of	key	point	is	obtained	by	using	gradient	histogram	of	image.

By	finding	the	feature	points,	the	scale	 	of	the	feature	points	can	be

obtained,	and	then	the	scale	images	where	feature	points	exit	can	be	obtained.

(4.51)

Compute	the	regional	angle	and	amplitude	of	the	which	take	feature	points	as
center	and	take	 	as	radius.	Each	point’s	modulus	 	and	the

direction	 	of	the	gradient	 	can	be	obtained	by	the	following

formula:

(4.52)

(4.53)

After	the	computation	of	gradient	direction,	the	gradient	direction	and	amplitude
corresponding	to	the	pixels	in	the	neighborhood	of	the	feature	points	will	be
counted	by	using	histogram.	The	horizontal	axis	of	the	histogram	in	the	gradient
direction	is	the	angle	of	gradient	direction	(the	range	of	the	gradient	direction	is
0°–360°,	and	the	histogram	is	10	columns	per	36°,	or	8	columns	per	45°).	The
vertical	axis	is	the	gradient	direction	corresponding	to	the	accumulation	of	the
gradient	amplitude,	and	the	peak	value	of	the	histogram	is	the	main	direction	of
the	feature	point.	In	order	to	obtain	more	accurate	direction,	we	can	fit	the
discrete	gradient	histogram	by	the	interpolation.	In	particular,	the	direction	of	the
key	points	can	be	obtained	by	parabola	interpolation	with	the	three	column
values	closest	to	the	main	peak	value.	In	the	gradient	histogram,	if	a	column
value	corresponding	to	the	80%	energy	of	the	peak	value,	this	direction	can	be
considered	as	the	auxiliary	direction	of	the	feature	point.	Therefore,	a	feature
point	may	detect	multiple	directions	(In	other	words,	a	feature	point	may
generate	multiple	points	with	identical	coordinates,	and	the	same	scale,	but



generate	multiple	points	with	identical	coordinates,	and	the	same	scale,	but
different	directions).

After	getting	the	principal	direction	of	the	feature	points,	three	information	
	can	be	obtained,	i.e.	position,	scale	and	direction.	Thus,	a	SIFT

feature	region	can	be	determined.	A	SIFT	feature	region	is	represented	by	three
values,	the	center	represents	the	position	of	the	feature	point,	the	radius
represents	the	scale	of	the	key	point,	and	the	arrow	represents	the	main	direction.
The	key	points	with	multiple	directions	can	be	duplicated	into	multiple	copies.
Then	the	direction	values	are	assigned	to	the	copied	feature	points	respectively.
Eventually,	a	feature	point	will	generate	multiple	points	with	identical
coordinates,	and	the	same	scale,	but	different	directions.

6.
Generate	feature	descriptors	
The	location,	scale	and	direction	of	SIFT	feature	points	have	been	found	by

the	above	steps,	and	a	group	of	vectors	is	needed	to	describe	the	key	points.	This
descriptor	contains	not	only	the	feature	points,	but	also	the	pixels	that	contribute
to	the	points	around	the	feature	points.	The	descriptor	should	have	high
independence	to	ensure	the	matching	rate.

The	generation	of	feature	descriptors	has	three	steps:

(1)
Correcting	the	principal	direction	of	rotation	to	ensure	rotation-invariance; 	

(2)
Generate	descriptors,	and	finally	form	a	128-dimensional	feature	vector; 	

(3)
Carry	out	normalization,	the	length	of	the	feature	vector	is	normalized	to
further	remove	the	influence	of	illumination.

	
In	order	to	ensure	the	rotation-invariance	of	the	feature	vector,	we	should

take	feature	point	as	the	center,	and	rotate	the	axis	by	 	in	neighboring	area.	In

other	words,	the	coordinate	axis	rotates	to	the	principal	direction	of	the	feature
point.	The	new	coordinate	of	neighbor	pixels	after	rotation	is:

(4.54)



After	rotation,	take	the	window	of	 	with	the	principal	direction	center.

As	Fig.	4.16	shown	on	the	left,	the	current	position	of	the	key	point	is	in	the
center.	Each	cell	represents	a	pixel	in	the	scale	space	where	the	neighborhood	of
the	key	point	is.	Compute	the	gradient	amplitude	and	gradient	direction	of	each
pixel.	The	direction	of	the	arrow	represents	the	gradient	direction	of	the	pixel,
and	the	length	represents	the	gradient	amplitude.	Then	the	weighted	computation
is	carried	out	by	using	Gauss	window.	Finally,	the	gradient	histograms	of	8
directions	are	plotted	on	each	 	blocks,	and	the	accumulated	values	of	each

gradient	direction	are	calculated	to	form	a	seed	point,	as	shown	in	Fig.	4.16	on
the	right.	Each	feature	point	is	composed	of	4	seed	points,	and	each	seed	point
carry	8	directions	of	vector	messages.	The	neighbor	directional	information	is
combined	to	enhance	the	anti-noise	capability	of	the	algorithm.	At	the	same
time,	it	also	provides	more	rational	fault	tolerance	for	feature	matching	with
positional	error.

Fig.	4.16 	Formation	of	seed	points

Different	from	the	main	direction,	the	gradient	histogram	of	each	seed	region
is	divided	into	8	directions	from	0	to	360.	Each	interval	is	45°,	that	is,	each	seed
point	has	8	directions	of	gradient	intensity	information.

By	dividing	the	pixels	around	the	feature	points,	the	gradient	histogram	in
the	block	is	calculated	to	generate	the	vector	with	uniqueness.	This	vector	is	an
abstraction	of	the	image	information	in	the	region	and	it	is	unique.

The	programme	of	SIFT	feature	description	is	shown	as	PROGRAMME
4.10.

PROGRAMME	4.10:	SIFT	Feature	Description











The	SIFT	function	is	responsible	for	reading	the	picture	and	returning	the
SIFT	feature	point.	The	showkeys	is	responsible	for	displaying	the	feature
points.	The	original	image	and	the	execution	results	are	as	follows	(Fig.	4.17).

Fig.	4.17 	The	original	image	and	SIFT	feature	description

References
1. Marques	O	(2011)	Feature	extraction	and	representation.	Practical	image	and	video	processing	using

MATLAB.	Wiley-IEEE	Press,	pp	447–474

2. Guyon	I,	Nikravesh	M,	Gunn	S	et	al	(2006)	Feature	extraction.	Springer	Berlin	Heidelberg

3. Virmani	J	(2016)	Breast	tissue	density	classification	using	wavelet-based	texture	descriptors.	In:
Proceedings	of	the	second	international	conference	on	computer	and	communication	technologies.
Springer	India,	pp	539–546

4. Duda	RO,	Hart	PE	(1972)	Use	of	the	hough	transformation	to	detect	lines	and	curves	in	pictures.
Commun	ACM	15,	11–15	(1972)

5. Hough	PVC	(1959)	Machine	analysis	of	bubble	chamber	pictures.	In:	Proceedings	of	international
conference	on	high	energy	accelerators	and	instrumentation	(1959)

6. Hough	PVC	(1962)	Method	and	means	for	recognizing	complex	patterns.	US	Patent	3,069,654,	18	Dec
1962

7. Mallat	S	(1998)	A	wavelet	tour	of	signal	processing,	pp	250–252

8. Nanni	L,	Lumini	A,	Brahnam	S	(2012)	Survey	on	LBP	based	texture	descriptors	for	image
classification.	Pergamon	Press,	Inc.

9. Stephens	M,	Harris	C	(1989)	3D	wire-frame	integration	from	image	sequences.	Image	Vis	Comput
7(1):24–30
[Crossref]

10. Smith	S,	Lange	TD	(1997)	TRF1,	a	mammalian	telomeric	protein.	Trends	Genet	Tig	13(1):21

https://doi.org/10.1016/0262-8856(89)90016-4


10. Smith	S,	Lange	TD	(1997)	TRF1,	a	mammalian	telomeric	protein.	Trends	Genet	Tig	13(1):21
[Crossref]

11. Bay	H,	Tuytelaars	T,	Gool	LV	(2006)	SURF:	speeded	up	robust	features[J].	Comput	Vis	Image
Underst	110(3):404–417

12. Lowe	DG,	Lowe	DG	(2004)	Distinctive	image	features	from	scale-invariant	keypoints.	Int	J	Comput
Vis	60(2):91–110
[Crossref]

13. Dalal	N,	Triggs	B	(2005)	Histograms	of	oriented	gradients	for	human	detection.	In:	2005	IEEE
computer	society	conference	on	CVPR.	IEEE,	pp	886–893

https://doi.org/10.1016/S0168-9525(96)10052-4
https://doi.org/10.1023/B:VISI.0000029664.99615.94


Part	II
Advances	in	Image	Processing



(1)

(2)

(3)

	

	

	

	

	

	

©	Springer	International	Publishing	AG,	part	of	Springer	Nature	2019
Shengrong	Gong,	Chunping	Liu,	Yi	Ji,	Baojiang	Zhong,	Yonggang	Li	and	Husheng	Dong,	Advanced	Image
and	Video	Processing	Using	MATLAB,	Modeling	and	Optimization	in	Science	and	Technologies	12
https://doi.org/10.1007/978-3-319-77223-3_5

5.	Image	Correction
Shengrong	Gong1		 ,	Chunping	Liu2		 ,	Yi	Ji2		 ,	Baojiang	Zhong2		 ,
Yonggang	Li3		 	and	Husheng	Dong2		

School	of	Computer	Science	and	Engineering,	Changshu	Institute	of
Technology,	Changshu,	Jiangsu,	China
School	of	Computer	Science	and	Technology,	Soochow	University,
Suzhou,	Jiangsu,	China
College	of	Mathematics	Physics	and	Information	Engineering,	Jiaxing
University,	Jiaxing,	Zhejiang,	China

	
Shengrong	Gong	(Corresponding	author)
Email:	shrgong@suda.edu.cn

Chunping	Liu
Email:	cpliu@suda.edu.cn

Yi	Ji
Email:	jiyi@suda.edu.cn

Baojiang	Zhong
Email:	bjzhong@suda.edu.cn

Yonggang	Li
Email:	lyg_gang@163.com

Husheng	Dong
Email:	hsdong2012@gmail.com

5.1	 Introduction
In	the	process	of	image	generation,	transmission	and	recording,	the	quality	of

https://doi.org/10.1007/978-3-319-77223-3_5
mailto:shrgong@suda.edu.cn
mailto:cpliu@suda.edu.cn
mailto:jiyi@suda.edu.cn
mailto:bjzhong@suda.edu.cn
mailto:lyg_gang@163.com
mailto:hsdong2012@gmail.com


In	the	process	of	image	generation,	transmission	and	recording,	the	quality	of
images	will	decrease	due	to	various	reasons,	which	will	lead	to	the	degradation
of	the	image.	Image	correction	refers	to	the	restoration	of	distorted	images.	The
causes	of	image	distortion	including:	aberration,	distortion	and	limited
bandwidth	of	the	imaging	system;	geometry	distortion	caused	by	photographic
attitude	and	nonlinear	sweep	scanning	of	the	imaging	device;	motion	blur,
radiation	distortion	and	the	noise-corruption.	The	basic	idea	of	image	correction
is	to	establish	the	corresponding	mathematical	model	based	on	the	distortion
reasons,	extracting	the	needed	information	from	the	contaminated	or	distorted
image	signals,	restore	the	image	to	its	original	appearance	along	the	reverse
process	that	distorts	the	image.	The	actual	correction	process	is	to	design	a	filter
to	estimate	pixel	value	of	the	original	image	from	the	distorted	image	which
maximum	close	to	the	original	images	according	to	the	prescribed	error	criterion.

5.2	 Noise	Reduction	Using	Spatial-Domain
Techniques
Noise	is	one	of	the	most	important	and	common	causes	of	image	degradation.
The	noise	of	digital	image	mainly	comes	from	the	formation	and	transmission
process	of	images.	For	example,	using	Charge-coupled	Device	(CCD)	camera	to
obtain	an	image,	the	illumination	degree	and	sensor	temperature	are	the	main
factors	of	noise	forming,	and	the	image	will	be	polluted	by	noise	due	to	the
interference	to	the	transmission	channel	in	the	process	of	transmission.	For
instance,	images	transmitted	over	a	wireless	network	could	be	polluted	by
interference	from	light	or	other	atmospheric	factors.	Due	to	the	influence	of
noise,	the	grayscale	of	image	pixel	will	change,	and	the	grayscale	of	the	noise
can	be	regarded	as	a	random	variable	represented	by	the	probability	density
function	(PDF).	Therefore,	by	analyzing	the	grayscale	statistical	properties	of	the
noise	components,	we	can	filter	out	the	noise	more	effectively.

5.2.1	 Selected	Noise	Probability	Density	Functions
The	following	are	the	most	common	noise	found	in	image	correction,	including
Gaussian	noise,	Rayleigh	noise,	Erlang(gamma)	noise,	exponential	noise,
uniform	noise,	impulse	noise,	etc	[1].

(1)
Gaussian	noise	
It	is	the	noise	whose	distribution	satisfies	the	Gaussian	distribution.	The	PDF

of	a	Gaussian	random	variable	z,	it	can	be	expressed	as:



of	a	Gaussian	random	variable	z,	it	can	be	expressed	as:

(5.1)
where	z	represents	the	grayscale	value,	 	is	the	mean	(average)	value	or	the

mathematical	expectation	of	z,	and	 	is	standard	deviation,	the	standard

deviation	squared	 	is	called	the	variance	of	z.	Figure	5.1	shows	the	curve	of

the	Gaussian	PDF.

Fig.	5.1 	The	probability	density	function	of	Gaussian	noise

The	grayscale	distribution	of	Gaussian	noise	is	concentrated	in	the	vicinity	of	the
mean,	which	decreases	with	the	increase	of	the	distance	from	the	mean.	It	is
about	68.3%	of	z’s	value	will	be	in	the	range	 ,	and

approximately	95.4%	will	be	in	the	range	 .

(2)
Gamma	noise	
The	probability	density	of	Gamma	distribution	noise	can	be	given	by	the

following	formula:

(5.2)



(5.2)
where	 ,	b	is	a	positive	integer,	and	‘!’	indicates	factorial.	The	mean	and

variance	of	this	density	are	given	by	the	following	formula:

(5.3)

(5.4)

Figure	5.2	shows	a	plot	of	the	Gamma	distribution	PDF.

Fig.	5.2 	The	Gamma	distribution	PDF

(3)
Uniform	noise	
The	PDF	of	uniform	noise	is	given	by:

(5.5)

The	mean	and	variance	of	this	uniform	noise	can	be	calculated	by	the
formulas	(5.6)	and	(5.7):



(5.6)

(5.7)

The	uniform	distribution	of	noise	is	random,	and	each	pixel	in	a	noise-corrupted
image	may	be	affected	and	the	grayscale	value	will	be	changed.	Figure	5.3
shows	a	plot	of	the	uniform	density.

Fig.	5.3 	The	PDF	of	uniform	noise

(4)
Exponential	noise	
The	probability	density	of	exponential	distribution	noise	can	be	given	by

Eq.	(5.8):

(5.8)
The	mean	and	variance	of	exponential	distribution	are:

(5.9)



(5.9)

(5.10)

Figure	5.4	shows	the	curve	of	the	exponential	distribution	PDF.

Fig.	5.4 	The	PDF	of	exponential	noise

(5)
Impulse	noise	
The	PDF	of	impulse	distribution	noise	can	be	given	by	the	following

formula:

(5.11)

Equation	(5.11)	indicates	that	the	impulse	noise	can	be	positive	or	negative	if
neither	 	nor	 	is	zero.	If	 ,	the	gray	value	b	will	appear	as	a	bright	spot

in	the	image,	whereas	the	value	of	a	will	be	shown	as	a	dark	spot.	Especially,	if
they	are	approximately	equal,	the	impulse	noise	value	is	similar	to	the	salt-and-
pepper	particles	randomly	distributed	over	the	image.	The	impulse	noise	is	also



called	the	salt-and-pepper	noise	due	to	this	reason	[2,	3].	The	pepper	noise
corresponds	to	the	value	of	a,	while	the	salt	noise	corresponds	to	the	state	that
the	value	of	noise	is	equal	to	b.	If	we	show	the	image,	the	negative	impulses
appear	as	black	(pepper	point),	while	a	positive	pulse	is	displayed	as	white	(salt)
in	the	image.	If	either	 	or	 	is	zero,	the	impulse	noise	is	called	unipolar

impulse.	Figure	5.5	shows	the	curve	of	the	impulse	density.

Fig.	5.5 	The	probability	density	function	of	pulse	noise

Noise	PDF	parameters	can	generally	be	obtained	from	sensor	specifications.
However,	for	some	special	imaging	devices,	the	parameters	often	need	to	be
estimated	by	users.	In	this	case,	only	the	images	obtained	by	imaging	devices
can	be	useful.	For	this	reason,	it	is	often	possible	to	estimate	the	PDF	parameter
by	selecting	small	patches	of	the	region	with	constant	grayscale	intensity	from
the	image.	By	showing	the	histogram	of	the	small	area,	it	shows	that	the	shape	of
the	histogram	is	very	close	to	the	corresponding	PDF	described	above.
Therefore,	we	can	use	the	data	in	this	small	area	to	calculate	the	parameters,
such	as	the	mean	and	variance	of	the	grayscale.	For	example,	if	the	shape	of
histogram	is	close	to	the	Gaussian	distribution,	indicating	that	the	image	is
disturbed	by	Gaussian	noise,	the	variance	and	mean	are	the	parameters	of	the



Gaussian	function.	If	the	histogram	is	any	other	shape,	you	can	choose	the	PDF
closest	to	the	formulas	(5.2)–(5.8),	and	use	the	mean	and	variance	to	solve	the
parameters	a	and	b.	But	impulse	noise	is	handled	differently	because	it	needs	to
estimate	the	probability	of	the	occurrence	of	black	and	white	pixels.	Therefore,
in	order	to	compute	the	histogram,	the	image	must	have	a	relatively	constant
medium	grayscale	region,	where	the	spike	of	the	black	and	white	pixels
corresponding	to	the	estimated	values	of	 	as	well	as	 .

Since	the	above	functions	are	simple	to	implement	with	MATLAB,	In	this
section,we	only	give	the	PDF	based	on	Gaussian	and	impulse	noise.	The	code
for	adding	noise	to	the	image	is	shown	in	PROGRAMME	5.1:	PROGRAMME
5.1:	Add	noise	to	the	image





The	pictures	below	show	the	effect	of	adding	Gaussian	noise	and	salt-and-
pepper	noise	on	the	original	image	(Fig.	5.6).

Fig.	5.6 	The	image	corrupted	by	Gaussian	noise	and	salt-and-pepper	noise

5.2.2	 Filtering
(1)

Mean	filter	
Mean	filtering	is	a	technique	that	is	smoothing	directly	over	a	spatial

domain.	The	technique	is	based	on	the	assumption	that	the	image	consists	of
many	small,	gray,	constant	patches,	with	very	high	spatial	correlations	between
adjacent	pixels	while	the	noise	being	relatively	independent.	Based	on	the	above
hypothesis,	the	average	value	of	all	neighbor	pixels	of	a	pixel	can	be	assigned	to
the	corresponding	pixels	in	the	smoothed	image,	so	as	to	achieve	the	goal	of
smoothing.

There	are	two	forms	of	mean	filtering,	the	unweighted	neighborhood
averaging	method	and	the	weighted	neighborhood	averaging	method.

Given	an	input	image	 ,	where,	as	usual,	M	and	N	are	the	raw	and

column	dimensions	of	the	image,	the	smoothed	image	obtained	by	the
neighborhood	averaging	method	is	 ,	then:

(5.12)



For	 ;	S	is	a	collection	of

pixel	coordinates	in	the	 	neighborhood,	which	does	not	include	 ;	

	represents	the	total	number	of	pixels	in	set	S.

The	unweighted	neighborhood	averaging	method	can	be	described	in	the
form	of	a	mask,	and	then	calculated	by	convolution,	that	is,	moving	the	mask
point	by	point	in	the	image	to	find	the	sum	of	the	products	of	the	filter	and	the
corresponding	pixel	encompassed	by	the	filter.

The	specific	implementation	process	is,	when	the	filter	and	image	values	are
convoluted,	the	coefficient	 	in	the	filter	should	be	located	at	the	position

where	the	image	corresponds	to	the	pixel	 .	For	a	mask	with	a	size	of	

,	we	assume	that	 	and	 ,	where	a	and	b	are	non-

negative	integers.	The	length	and	width	of	the	mask	are	usually	odd,	like	 ,	

,	 	and	so	on.	Figure	5.7	shows	the	mechanics	of	linear	spatial

filtering	with	a	 	filter	mask,	at	the	point	 	in	the	image,	the	response

obtained	with	this	mask	is:



Fig.	5.7 	The	mechanics	of	linear	spatial	filtering	with	a	 	filter	mask

(5.13)

In	the	unweighted	neighborhood	averaging	method,	each	coefficient	in	the
mask	is	1.	Figure	5.8	shows	the	unweighted	neighborhood	average	 	mask,

while	Fig.	5.9	shows	the	enhancement	effect	of	the	neighborhood	averaging
method.



Fig.	5.8 	The	unweighted	neighborhood	average	 	mask

Fig.	5.9 	The	enhancement	effect	of	the	neighborhood	averaging	method

Another	neighborhood	mean	method	is	called	weighted	average,	where	all
mask	coefficients	could	have	different	weights.	Figure	5.10a	shows	a	weighted
averaging	filter	mask,	Fig.	5.10b	is	an	example.

Fig.	5.10 	 	weighted	averaging	filter	mask:	a	the	general	form	b	a	specific	example



Given	an	image	 	of	size	 ,	the	process	of	weighted	averaging

filtering	through	a	filter	of	size	 	(m	and	n	are	odd)	can	be	given	in	the

following	formula:

(5.14)
In	the	equation,	 	and	 ,	the	denominator	is	the	sum	of	all

the	coefficients	of	the	mask,	which	is	a	constant.	In	order	to	obtain	a	complete
filtered	image,	it	is	necessary	to	applying	Eq.	(5.14)	for	

and	 .

For	the	mask	shown	in	Fig.	5.10b,	the	weight	of	the	pixel	at	the	center	of	the
mask	is	higher	than	the	weight	of	any	other	pixel,	so	the	pixel	given	in	the
average	calculation	is	more	important,	while	the	other	pixels	farther	away	from
the	center	of	the	mask	is	less	important.	Since	the	diagonal	terms	are	farther
from	the	center	adjacent	to	the	orthogonal	direction,	so	they	are	less	important
than	the	four	pixels	that	are	directly	adjacent	to	the	center.	The	center	point	is
enhanced	to	the	highest	value,	and	as	the	distance	from	the	center	point	increases
the	coefficient	value	is	reduced,	which	is	to	reduce	the	blurring	in	smoothing.
Certainly,	we	could	have	taken	other	weights	to	achieve	the	same	purpose.
However,	the	sum	of	all	the	coefficients	in	the	mask	of	Fig.	5.10b	is	16,	which	is
convenient	for	the	computer	to	implement,	since	it	is	an	integer	power	of	2.
MATLAB	implementation	of	average	filtering	is	shown	in	PROGRAMME	5.2:
PROGRAMME	5.2:	Average	filtering

(2)
Order	Statistic	Filters	



Although	the	neighborhood	averaging	method	can	smooth	the	image,	it	will
blur	some	details	in	the	image	while	eliminating	the	noise.	The	order	statistic
filter	is	a	nonlinear	filter.	In	order	to	perform	order	statistic	filtering	in	an	image,
we	will	select	a	window	W	with	an	odd	number	of	pixels	at	first,	each	pixel	in
the	window	is	sorted	according	to	the	grayscale	value	from	small	to	large,	then
replace	the	original	grayscale	value	with	the	grayscale	value	of	the	kth	position.
For	the	given	values	 ,	these	values	are	sorted	in	order	of	size,	the

element	in	the	kth	position	is	used	as	the	image	filter	output,	which	is	the	two-
dimensional	statistical	filter	of	the	serial	number	k.	MATLAB	implementation	of
order	statistic	filtering	is	shown	in	PROGRAMME	5.3:	PROGRAMME	5.3:
Order	statistic	filters

Figure	5.11	shows	the	original	image	with	salt	and	pepper	noise,	and	the
processed	image	using	average	filtering	method.	The	image	is	smooth	after
filtering	and	the	noise	are	fully	removed.

Fig.	5.11 	Noise	reduction	with	order	statistic	filters

(3)
Adaptive	Filters	



The	adaptive	filter	is	a	kind	of	filter	relative	to	the	fixed	one,	and	fixed	filter
belongs	to	the	classic	filter,	whose	frequency	is	fixed,	while	the	frequency	of	the
adaptive	filter	can	change	automatically	according	to	the	input	signal,	so	it	has	a
wider	range	of	applications.	Without	any	prior	knowledge	of	the	signal	and
noise,	the	adaptive	filter	will	automatically	adjust	the	filter	parameters	using	the
obtained	parameters	from	a	previous	time	in	order	to	adapt	to	statistical
characteristics	of	unknown	or	random	variations	in	signals	and	noises,	so	as	to
realize	the	optimal	filtering.	The	adaptive	filter	is	essentially	a	wiener	filter
which	can	adjust	its	own	transmission	characteristics	to	achieve	optimization.
The	wiener	filter	[4]	wiener2	estimates	the	local	mean	and	variance	around	each
pixel.

(5.15)

and

(5.16)

where	η	is	the	N-by-M	local	neighborhood	of	each	pixel	in	the	image	A.	wiener2
then	creates	a	pixelwise	Wiener	filter	using	these	estimates,

(5.17)
where	ν2	is	the	noise	variance.	If	the	noise	variance	is	not	given,	wiener2	uses
the	average	of	all	the	local	estimated	variances.

This	filtering	is	implemented	in	MATLAB	image	processing	toolbox	using
function	wiener2,	when	the	local	change	of	the	image	is	small,	the	function	can
be	processed	in	a	relatively	large	way,	whereas	the	smaller	smoothing	is
performed.	Compared	with	others,	the	adaptive	filter	can	preserve	the	boundaries
and	the	high	frequency	components	of	the	image,	but	it	consumes	much	more
time.	In	MATLAB,	the	invoke	of	wiener2	function	can	be	shown	in
PROGRAMME	5.4:	PROGRAMME	5.4:	The	Wiener2	function



The	first	function	outputs	the	filtered	image	based	on	the	original	noise	image,
the	size	of	the	specified	filter	window	is	 ,	the	default	value	is	 ;	the

second	function	returns	the	estimated	value	of	the	noise	power	while	performing
image	filtering.	MATLAB	implementation	of	wiener2	adaptive	filtering	is
shown	in	PROGRAMME	5.5.

PROGRAMME	5.5:	Wiener2	adaptive	filter

The	results	of	the	filtering	are	shown	in	Fig.	5.12.	It	shows	that	Wiener2
filter	has	a	relatively	better	effect	on	white	Gaussian	noise	filtering.	When	the
noise	of	the	salt-and-pepper	is	filtered,	the	edge	information	of	the	image	is
blurred	with	the	increase	of	filter	window.



Fig.	5.12 	Image	contrast	before	and	after	adaptive	filtering

5.3	 Image	Deblurring
The	blurred	images	restoration	is	the	process	of	restructuring	the	original	image
from	the	blurred	images	[5].	And	the	image	deblurring	is	the	basis	of	images
processing	and	pattern	recognition,	which	is	often	applied	to	judging	or	appraisal
of	defocus	images	in	practice	works.	Therefore,	it	is	also	a	hot	topic	of	research
in	recent	years.	In	order	to	deblur	the	image,	it	is	usually	necessary	to	know	the
reason	of	image	degradation,	and	reconstruct	or	recover	the	original	image	by
using	some	prior	knowledge	of	the	image	degradation.	If	we	can	accurately
calculate	the	Point	Spread	Function	(PSF)	of	blurred	images,	on	this	basis,	adopt
a	variety	of	anti-degradation	processing	methods,	such	as	inverse	filter,	wiener
filtering	and	so	on	to	restore	the	image,	which	is	a	typical	image	restoration
method.	For	various	blurred	images,	the	degradation	reasons	may	be	different,
but	as	the	image	restoration	problem,	they	are	essentially	the	same:	the



formation	of	a	blurred	image	can	be	described	by	a	convolution	process.	Thus,
the	problem	of	image	restoration	is	actually	a	deconvolution	problem.	In	order	to
calculate	conveniently,	frequency	domain	filtering	is	often	used	to	solve	the
problem	of	deconvolution.

The	following	types	of	blurred	images	are	usually	discussed	in	image
restoration:	the	first	category	is	defocus	blurred,	during	the	process	of	shooting,
the	recorded	subject	will	be	blurred	and	form	the	so-called	defocus	blurred
image	due	to	the	deviation	of	an	imaging	plane	from	the	focus	of	an	optical	lens
or	other	reasons.	The	second	category	is	motion	blurred,	which	is	caused	by	the
relative	motion	between	target	objects	and	imaging	devices	during	the	process	of
image	acquisition.	For	image	restoration,	it	can	be	processed	either	by
continuous	mathematics	or	by	discrete	mathematics.

5.3.1	 The	Restoration	of	Defocus	Blurred	Image
Among	all	kinds	of	blur,	the	defocus	blur	exists	widely	in	satellite	remote
sensing	imaging,	space	exploration	imaging,	medical	diagnosis	and	so	on.
Defocus	blur	can	also	be	caused	by	poor	focusing,	hand	shaking	or	poor	quality
of	imaging	system	in	daily	life.

Usually	in	the	linear	translation	space	invariant	motion	blur	system,	the
blurred	image	 	can	repressed	as	the	two-dimensional	convolution	of	the

original	image	 	and	PSF	 :

(5.18)
where	 	is	the	additive	noise,	take	the	Fourier	transform	of	Eq.	(5.18),	the

corresponding	frequency	domain	expression	is:

(5.19)
For	defocus	blur,	the	PSF	can	be	expressed	as	follows:

(5.20)

r	is	the	radius	of	the	defocus	blur,	which	is	the	only	parameter	needs	to	be
obtained,	after	r	is	determined,	the	degradation	function	can	be	obtained	and	the
image	can	be	corrected.	The	calculation	process	of	r	is	given	below:	After



performing	the	Fourier	transform	on	the	degenerated	model,	it	follows	that

(5.21)

	represents	the	first	order	Bessel	function	of	the	first	kind,	while	M,	N	is

the	parameter	of	the	two-dimensional	Fourier	transform,	according	to	the
properties	of	the	function,	the	first	dark	ring	of	 	in	the	frequency	domain,

in	another	word,	the	trajectory	of	the	first	zero	point	is:

(5.22)
When	the	noise	is	relatively	small,	we	can	see	from	the	above	Eq.	(5.19)	that

if	we	find	the	corresponding	u	and	v	of	the	first	zero	position	(dark	ring)	of	the
Fourier	transform	in	the	defocused	image,	the	required	r	can	be	obtained	by	this
equation.

The	restoration	algorithm	may	be	summarized	as	follows:

Step1:
Fourier	transform	is	applied	to	the	defocus	blurred	image,	extracting	the
tangent	plane	through	the	center	of	the	concentric	circle;

	
Step2:

Fourier	transform	is	applied	to	the	tangent	plane	curve,	the	period	of	the
curve	can	be	extracted	from	the	Fourier	spectrum	due	to	the	periodic
nature	of	the	tangent	curve,	and	the	length	of	the	period	is	equivalent	to
the	distance	from	the	center	of	the	spectrum	to	the	first	dark	ring	in	the
frequency	domain;

	

Step3:
Calculate	the	blur	radius	and	generate	PSF,	Wiener	filtering	and	other
methods	can	be	applied	to	recover	the	degraded	image,	ensuring	that	the
processed	image	as	near	as	possible	to	the	original	image.

	

MATLAB	implementation	of	defocus	blurred	image	restoration	is	shown	in
PROGRAMME	5.6.

PROGRAMME	5.6:	Defocus	blurred	image	restoration



Figure	5.13	shows	the	results	of	the	image	deblurring	of	the	blurred	image.	It
can	be	seen	from	the	Fourier	spectrum	section	diagram	that	if	remove	the	DC
component,	the	maximum	peak	is	located	at	the	position	of	20,	so	we	could
calculate	the	blur	radius	r	is	equal	to	10.	Generate	the	PSF,	using	Lucy-
Richardson	filtering,	the	restoration	effect	is	shown	in	Fig.	5.14	when	the
number	of	iterations	is	50.



Fig.	5.13 	The	results	of	the	image	deblurring

Fig.	5.14 	The	result	of	Lucy-Richardson	filtering,	the	number	of	iterations	is	50

5.3.2	 Restoration	of	Motion	Blurred	Image
In	the	research	field	about	motion	deblur,	the	motion	blur	caused	by	the	uniform



In	the	research	field	about	motion	deblur,	the	motion	blur	caused	by	the	uniform
linear	motion	has	both	universal	and	special	properties,	since	non-uniform	linear
motion	can	be	approximated	as	a	uniform	linear	motion	under	certain	conditions
or	can	be	decomposed	into	a	combination	of	multiple	uniform	linear	motion.	For
a	uniform	linear	motion	blur	image,	the	PSF	can	be	described	as:

(5.23)
Here	L	is	the	blur	scale,	while	 	corresponds	to	the	angle	between	the

direction	of	motion	and	the	positive	x-axis.	It	can	be	seen	that	the	motion	blur
PSF	depends	on	two	parameters—the	blur	scale	L	and	the	direction	of	motion	

.Therefore,	the	estimation	of	motion	blur	PSF	is	equivalent	to	estimate	these	two
parameters.	Thus,	the	Fourier	transform	of	Eq.	(5.23)	is:

(5.24)
where	 .

Therefore,	the	spectrum	 	of	a	uniform	linear	motion	blurred	image	[6,	7]

has	a	series	of	parallel	dark	lines,	these	dark	stripes	are	perpendicular	to	the
horizontal	direction	and	the	position	corresponds	to	the	zero	point	of	the	function

.

The	cepstrum	of	the	image	 	is	defined	as	follows:

(5.25)
The	cepstrum	can	be	understood	as	the	transformation	from	 	to	

.	Where	 	is	the	Fourier	transform	of	the	image	 	and	

	represents	the	inverse	Fourier	transform.	In	practical	engineering



applications,	in	order	to	make	the	function	is	meaningful	when	 	has	zero

value,	the	cepstrum	of	the	image	is	given	by	the	expression

(5.26)
When	there	is	no	noise,	the	cepstrum	of	the	image	degradation	used	was

(5.27)

It	shows	that	the	blurred	image	is	the	convolution	of	the	original	image	and
the	blur	kernel	in	the	time	domain,	and	then	it	is	expressed	as	the	sum	of	the
cepstrum	of	the	original	image	as	well	as	the	PSF	after	transform	to	the	cepstrum
domain.	Thus,	we	could	separate	the	blur	information	from	the	original	image
easily.	For	motion	blurred	images,	there	is	a	bright	band	along	the	direction	of
motion	blur	in	the	cepstrum,	and	the	angle	between	the	bright	band	and	the
horizontal	direction	is	the	angle	of	motion	blur.	When	it	comes	to	motion	blur
direction,	the	cepstrum	three-dimensional	map	consists	of	two	parts;	one	part	is
the	positive	peak	component,	which	reflects	the	characteristics	of	the	non-
degraded	image;	the	other	is	the	negative	peak	component,	which	indicates	the
characteristics	of	the	blur	system.	These	two	parts	are	different	from	the	area
occupied	by	the	graph,	the	distance	between	the	two	negative	peak	points	is	two
times	that	of	the	motion	blur	scale.

The	restoration	algorithm	may	be	summarized	as	follows:

(1)
Calculate	the	cepstrum,	of	motion	blur	image 	

(2)
Find	the	two	positions	of	maximal	negative	peaks,	and	because	the
negative	peak	is	located	on	the	straight	line	of	the	bright	band,	the	blur
angle	and	length	are	calculated	according	to	the	negative	peak	position

	

(3)
Generate	PSF,	using	Wiener	filtering	and	other	methods	to	restore	the
image

	
MATLAB	implementation	of	motion	blurred	image	restoration	is	shown	in

PROGRAMME	5.7.
PROGRAMME	5.7:	Motion	blurred	image	restoration





Figure	5.15	shows	the	process	of	restoration	of	motion	blurred	images.

Fig.	5.15 	The	restoration	of	motion	blurred	images

Here	is	the	result:	the	blur	scale	 	and	the	blur	angle	

.

5.4	 Fisheye	Distortion	Correction	Using	Spherical
Coordinates	Model
The	viewing	angle	of	the	fisheye	lens	is	about	 – ,	and	it	works	in	a

staring	manner	without	using	the	machinery	rotating	and	scanning,	which	is	of
small	volume,	low	cost,	and	low	light	energy	loss.	At	present,	many	computer
vision	areas	such	as	mobile	robot	automatic	navigation,	video	conferencing,



monitoring	and	virtual	reality	applications	require	the	use	of	wide-angle	or
fisheye	cameras	with	large	field	of	view,	so	the	fisheye	lens	has	become	more
and	more	popular.	However,	the	images	captured	by	fisheye	camera	will	have
very	serious	distortion.	Therefore,	it	is	necessary	to	correct	the	images	acquired
by	fisheye	lens	in	most	applications.

The	fisheye	lens	correction	algorithm	is	based	on	the	distortion	model	of
fisheye	lens,	considering	various	distortion	types	of	fish	eye	lens,	such	as	the
common	radial	deformation,	decentering	distortion,	thin	prism	deformation	and
so	on	to	formulate	an	accurate	calibration	model,	and	then	get	the	internal	and
external	parameters	of	fisheye	lens	through	the	experimental	and	objective
function,	so	as	to	achieve	the	purpose	of	accurate	restoration	of	fisheye	image
deformation.	Fisheye	image	restoration	algorithms	generally	include	two
categories:	Firstly,	the	analysis	of	fisheye	lens	imaging	was	conducted	from	the
angle	of	two	projection	models—spherical	projection	model	and	paraboloid
imaging	model.

(1)
The	spherical	projection	model	regards	the	fisheye	lens	imaging	surface	as
a	spherical	surface.	This	method	requires	knowing	the	optical	center	of	the
fisheye	image	and	the	radius	of	the	transformed	sphere	in	advance.
Therefore,	it	is	only	applicable	to	fisheye	images	with	circular	areas.

	

(2)
The	paraboloid	imaging	model	regards	the	imaging	surface	of	the	fisheye
lens	as	a	paraboloid.	More	precise	effects	can	be	obtained	when	the	depth
of	the	scene	is	restored,	which	is	generally	used	to	restore	the	depth
information	from	fisheye	photos	due	to	the	calculation	is	too	complex.

	

The	second	type	of	analysis	is	carried	out	from	the	perspective	whether	the
fisheye	distortion	correction	is	in	2D	or	3D	space	[8–10].

(1)
2D	fisheye	image	distortion	correction	determines	the	transformation	of	the
coordinates	between	the	deformed	image	and	the	corresponding	points	on
the	image	to	be	corrected	directly,	and	then	carries	out	the	gray
interpolation	of	pixels.	This	method	includes	spherical	coordinate
positioning,	polynomial	coordinate	transformation	and	its	improvement,
projective	invariance	and	the	correction	of	fisheye	distortion	with	polar
radius	mapping.

	

(2)
3D	fisheye	image	distortion	correction	includes	two	methods:	projection
transformation	and	fisheye	lens	calibration.	Projection	transformation

	



algorithm	is	to	map	each	2D	image	plane	point	 	on	the	fisheye	image

to	the	3D	plane	 ,	then	projected	to	the	point	 	on	the	2D

plane.	Finally,	the	correction	is	implemented	according	to	the	relationship
between	the	pixels	of	the	image	and	the	3D	vector	of	the	corresponding
ray.

This	section	mainly	introduces	the	2D	spherical	coordinate	positioning
method,	this	method	is	a	typical	fast	two-dimensional	fisheye	image	correction
algorithm.	Firstly,	the	center	point	and	the	standard	circle	transform	of	the
fisheye	image	are	calculated	and	then	the	spherical	coordinate	is	positioned.	The
distorted	scenes	in	the	fisheye	image	can	be	represented	by	the	longitude	in
Fig.	5.15,	where	the	different	pixels	on	each	longitude	have	the	same	column
coordinate	values	in	the	distortion	corrected	image,	as	the	figure	shows,	although
point	h	and	point	k	are	in	a	different	vertical	and	horizontal	coordinates,	they
have	the	same	x	coordinate	after	the	correction.	The	greater	the	longitude	of	the
warp,	the	greater	the	degree	of	distortion	is.	For	any	 	coordinate	in	the	vertical

direction	of	the	image,	the	angle	difference	between	the	left	and	right	sides	of
the	sphere	is	the	same,	and	the	corresponding	line	segment	 	divides	the

longitude	uniformly	in	the	x-axis	direction,	which	makes	the	distance	between
the	x-axis	direction	on	the	longitude	of	different	 	is	equal.	Thus,	we	could

obtain	the	x	coordinate	of	point	h	by	point	k	according	to	the	scaling	relations
among	images.

(5.28)

where	R	is	the	radius	of	fisheye	distortion	image,	 	is	the	distance	between

point	h	and	point	O,	the	center	of	the	image,	in	x-axis	direction,	while	 	is	the

distance	between	point	k	and	point	O.	For	those	fisheye	images	whose	horizontal
view	is	not	 ,	it	can	also	be	corrected	by	the	above	method	after	the

correction	of	the	standard	circle.	The	steps	may	be	summarized	by	the	following
procedure:

(1)
In	order	to	obtain	the	radius	and	center	point	of	the	circular 	



area,	we	need	to	determine	the	edge	and	divide	the	edge	out
firstly.	Then	calculate	the	brightness	of	all	image	pixels,	and
set	the	threshold	value,	looking	for	the	upper	and	lower
boundary	through	the	loop,	identifying	the	scope	of	the	circle
and	the	center	coordinates	and	radius	can	be	obtained
eventually	(Fig.	5.16).

Fig.	5.16 	Obtain	the	radius	and	center	point	of	the	circular	area

(2)
Find	the	corresponding	point	of	the	distorted	plane	center

in	the	correction	plane,	then	calculate	the	coordinates	of	any
point	on	the	circle	corresponding	to	the	correction	plane
according	to	Eq.	(5.28)	(Fig.	5.17).

	



Fig.	5.17 	The	flow	chart	of	fisheye	image	correction	algorithm	based	on	spherical
coordinate	positioning

The	flow	chart	of	fisheye	image	correction	algorithm	based	on	spherical
coordinate	positioning	is	as	follows:	MATLAB	implementation	of	fisheye
distortion	correction	based	on	spherical	coordinate	positioning	is	shown	in
PROGRAMME	5.8.

PROGRAMME	5.8:	The	fisheye	distortion	correction	based	on
spherical	coordinate	positioning











Figures	5.18	and	5.19	simulate	the	distortion	correction	of	two	original
fisheye	lens	images.	The	spherical	coordinate	positioning	algorithm	is	a
correction	method	relatively	rough,	and	the	final	processing	result	is	not
satisfactory.

Fig.	5.18 	The	corrected	image	(a):	based	on	Spherical	coordinate	positioning

Fig.	5.19 	The	corrected	image	(b):	based	on	Spherical	coordinate	positioning

5.5	 Skew	Correction	of	Text	Images
The	premise	of	skew	correction	of	text	images	is	to	detect	the	skew	of	the
document	image	correctly,	which	is	the	inclination	angle	of	the	document	image.
At	present,	the	following	four	methods	are	used	to	detect	the	inclination	angle:
projection	profile	analysis,	connected	component	analysis,	Fourier	transform	and



projection	profile	analysis,	connected	component	analysis,	Fourier	transform	and
Hough	transform.	The	projection	profile	analysis	method	calculates	the
inclination	angle	by	computing	the	cost	function	of	the	projection	histogram
from	different	angles	of	the	document	image;	the	connected	component	analysis
divides	the	document	image	into	different	connected	components,	and
determines	the	inclination	angle	by	analyzing	the	characteristics	of	different
connected	components;	the	Fourier	transform	method	determine	the	inclination
angle	by	calculating	the	maximum	direction	of	spatial	density	in	Fourier
transform	of	the	document	image,	while	the	Hough	transform	algorithm	selects
the	peak	in	Hough	space	to	determine	the	inclination	angle.

In	this	section,	the	Hough	transform	method	is	used	to	determine	the
inclination	angle,	so	as	to	achieve	the	purpose	of	skew	correction.

5.5.1	 Feature	Analysis	of	Text	Images
Before	making	the	skew	correction,	it	is	necessary	to	make	clear	the
characteristics	of	the	text	image:

(1)
The	background	of	the	image	is	the	paper	grayscale	pattern,	and	the
foreground	is	the	text	of	image	information.

	
(2)

There	are	two	situations	of	image	skew:	foreground	skew	or
foreground	and	background	skew	simultaneously,	which	need	to	be
considered	comprehensively;

	

(3)
The	layout	is	dominated	by	horizontal	lines,	and	there	may	be	some
defects	and	adhesions	between	characters.

	
(4)

There	are	many	symbols	coexist	in	the	text,	as	well	as	different	fonts
whose	sizes	are	different.

	
(5)

The	character	spacing	between	the	same	text	lines	may	be	somewhat
jumping,	but	the	upper	and	lower	boundaries	of	each	character	are
consistent.

	

5.5.2	 The	Basic	Idea	of	Hough	Transform
Assume	that	we	draw	a	straight	line	on	a	black-and-white	image	and	we	need	to
know	the	specific	location	of	the	line.	Obviously,	the	equations	of	the	straight
line	can	be	expressed	by	 ,	where	the	parameters	k	and	b	represent	the



slope	and	intercept,	respectively.	The	parameters	of	all	the	lines	passing	through
a	point	 	satisfy	the	equation	 ,	that	is,	the	point	

determines	a	cluster	of	straight	lines.	The	equation	 	is	a	straight

line	on	the	parameter	plane	 	(or	the	straight	line	corresponding	to	the

equation	 ).	Thus,	a	foreground	pixel	on	the	image	plane	

corresponds	to	a	straight	line	on	the	parameter	plane.	Here	is	an	example	to
illustrate	the	principle	of	solving	the	above	problem:	suppose	that	the	line	on	the
image	is	 ,	take	three	points:	 ,	 ,	 ,	it	can	be	found

that	the	parameters	of	the	straight	line	passing	through	the	point	A	should	satisfy
the	equation	 ,	and	the	line	passing	through	point	B	has	to	satisfy	the

equation	 ,	while	the	line	passing	through	point	C	has	to	satisfy	the

equation	 ,	these	three	equations	correspond	to	three	straight	lines	on

the	plane	of	the	parameter	and	they	intersect	at	one	point	where	 	and	

,	and	the	straight	line	on	the	parameter	plane	corresponding	to	the	other

points	on	the	line	 	(such	as	 ,	 	and	so	on)	will	also	pass	through

the	point	 .	This	property	provides	a	way	to	solve	the	problem	by

mapping	the	points	on	the	image	plane	to	the	line	on	the	parameter	plane,	and
finally	solving	the	problem	by	statistic	characteristics.	If	there	are	two	straight
lines	on	the	image	plane,	then	there	will	be	two	peaks	in	the	parameter	plane,
and	the	rest	may	be	deduced	by	analogy.

The	basic	idea	of	Hough	transform	is	to	convert	the	line	detection	problem	in
image	space	into	the	local	maximum	search	problem	in	parameter	space	

by	using	the	duality	of	point	and	line.	The	basic	strategy	of	Hough	transform	is
to	use	the	coordinates	of	the	image	space	target	pixel	to	calculate	the	possible
trajectory	of	the	reference	point	 	in	the	parameter	space.	Then,	the

reference	points	are	counted	in	an	accumulated	matrix	 ,	and	the	straight

lines	in	the	image	space	are	determined	by	the	determination	of	the	counter.	The
element	in	the	accumulated	matrix	 	corresponds	to	the	reference	point	



	in	the	parameter	space,	denoted	by	 .

If	the	element	 	in	the	accumulated	matrix	 	satisfies	the	preset

threshold	condition,	the	value	 	of	the	element	will	define	a	straight	line	in

the	image	space.	If	there	is	a	straight	line	in	the	image,	there	must	exist	an
element	in	the	accumulation	matrix	corresponding	to	this	line,	which	is	the
maximum	local	value— .	In	the	text	image,	the	text	line	has	a	strong

direction.	Thus,	in	the	cumulative	matrix,	there	is	a	column	that	has	a	local
maximum.	In	text	images,	each	text	line	has	a	strong	directionality.	Thus,	in	the
accumulated	matrix	 ,	there	is	a	 	column	that	enables	 	to

get	the	local	maximum	value.

5.5.3	 The	Implementation	Steps	of	Text	Images	Skew	Correction
The	implementation	steps	can	be	divided	into	two	parts:	the	first	part	is	the
image	preprocessing,	including:	image	text	dilation	and	thinning;	the	second	part
is	the	Hough	transform	and	obtaining	the	inclination	angle	(Fig.	5.20).



Fig.	5.20 	The	implementation	flow	chart	of	text	images	skew	correction

MATLAB	implementation	of	text	images	skew	correction	is	shown	in
PROGRAMME	5.9.

PROGRAMME	5.9:	Text	images	skew	correction



The	experiment	is	simulated	in	the	MATLAB	platform,	with	a	simulation	of
the	rubbings	as	an	example	to	implement	the	text	image	skew	correction.	For	the
inclination	angle	of	the	image,	there	has	the	following	four	conditions
(Figs.	5.21,	5.22,	5.23	and	5.24).



Fig.	5.21 	The	inclination	angle	

Fig.	5.22 	The	inclination	angle	

Fig.	5.23 	The	inclination	angle	



Fig.	5.24 	The	inclination	angle	

From	the	above	four	situations,	it	can	be	seen	that	the	correction	angle	of	this
method	is	between	 ,	the	correction	effect	and	the	characteristics

of	the	image	have	a	certain	relationship,	which	is	also	one	of	the	shortcomings	of
Hough	transform	skew	correction.

5.6	 Image	Dehazing	Correction
Haze	[11–13]	can	significantly	degrade	the	imaging	quality	of	outdoor	visible
light	sensor	due	to	a	series	of	reactions,	such	as	scattering,	refraction,	and
absorption	between	particles	or	water	droplets	and	light	from	the	atmosphere.
Image	dehazing	is	an	important	issue	in	many	scene	understanding	applications
such	as	surveillance	systems,	intelligent	vehicles,	satellite	imaging,	or	target
identification	and	feature	extraction.

Image	dehazing	remains	a	challenge	due	to	the	unknown	scene	depth
information.	Early	works	treated	the	problem	of	weather-degraded	image
restoration	as	yet	another	instance	of	image	contrast	enhancement.	Conventional
contrast	enhancement	filters	such	as	histogram	stretching	and	equalization,	linear
mapping,	or	gamma	correction	are	limited	to	perform	the	dehazing	task,
introducing	halos	artifacts	and	distorting	the	color.

Recently,	various	methods	have	been	proposed	to	enhance	the	visibility	of
the	hazy	image.	Those	methods	can	be	classified	into	two	categories:	multiple
images	processing	and	single	image	processing.	In	many	cases,	it	is	impossible
to	acquire	multiple	images.	Thus,	single	image	dehazing	methods	have	been
attracted	increasing	attention	in	recent	years.	However,	it	is	a	great	challenge	for



attracted	increasing	attention	in	recent	years.	However,	it	is	a	great	challenge	for
single	image	dehazing	due	to	its	ill-posed	nature.	Many	single	image	dehazing
approaches	were	proposed,	yet	they	required	additional	information	about	the
input	scene.

5.6.1	 Single	Image	Dehazing
Significant	progress	has	been	made	on	single	image	dehazing	in	recent	years.
Tan	removed	the	haze	in	image	by	maximizing	local	contrast	of	the	restored
image	and	his	results	were	visually	compelling.	However,	it	is	tended	to	be	over-
saturated	and	not	be	physically	valid.	Fattal	estimated	the	scene	albedo	and	then
inferred	the	medium	transmission,	under	the	assumption	that	the	transmission
and	surface	shading	should	be	locally	uncorrelated.	However,	this	approach
cannot	well	handle	heavy	haze	images.	He	proposed	the	Dark	Channel	Prior
(DCP)	model	to	estimate	optical	transmission	based	on	the	observation	that	a
haze-free	pixel	generally	contains	one	or	more	RGB	color	channels	being	black
or	nearly	black.

After	the	work	of	DCP	by	He,	many	approaches	under	the	DCP	framework
were	developed	rapidly	because	of	their	simple	implementation	and	satisfactory
performance.	However,	those	methods	have	several	disadvantages.

Firstly,	those	methods	may	suffer	from	color	bias.	Due	to	the	Rayleigh’s	law,
scattering	is	more	intense	in	the	blue	band,	which	makes	the	dehazed	image
appear	to	have	a	blue	hue.	Li	proposed	a	prior	named	change	of	detail	for	single
image	dehazing,	which	was	based	on	the	local	detail	information	rather	than	the
color	information.	Zhu	proposed	a	simple	but	powerful	color	attenuation	prior
for	single	image	dehazing.

Secondly,	those	methods	tend	to	overestimate	the	thickness	of	haze,	causing
the	dehazed	images	to	be	too	dark,	especially	in	sky	regions.	Tang	systematically
investigated	different	haze	relevant	features	in	a	learning	framework	to	identify
the	best	feature	combination	for	single	image	dehazing.

Thirdly,	patch-based	approach	such	as	the	DCP	model	alleviates	the	white
object	problem	of	pixelwise	approach16,	but	induces	halo	effects.	Ancuti	and
Wang	proposed	multi-scale	fusion	methods	that	could	compensate	the	results	for
both	pixelwise	and	patch-based	approaches.

Besides,	those	methods	have	block	effect	since	the	assumption	of	the	DCP
model,	that	the	transmissions	are	constant	in	a	patch,	is	not	always	true.	And	the
transmissions	between	adjacent	blocks	are	in	discontinuity.	The	block	effect	may
lead	to	erroneous	result,	especially	in	the	region	of	sudden	change	depth.	He
proposed	soft	matting	to	refine	the	transmissions.	However,	it	is	quite	time-
consuming.	Therefore,	He	proposed	the	real-time	guided	filtering	to	refine	the
transmissions.



transmissions.

5.6.2	 Dark	Channel	Prior
In	the	field	of	computer	vision	and	computer	graphics,	Narasimhan’s	lighting
model	widely	used	to	describe	the	formation	of	a	hazy	image	is

(5.29)
where	 	is	the	hazy	image,	 	is	the	scene	radiance,	A	is	the	global

atmospheric	light,	and	 	 	is	the	scene	transmission.

He	proposed	the	dark	channel	prior	for	single	image	dehazing,	in	which	the	prior
comes	from	the	observation	that	most	non-sky	patches	in	outdoor	haze-free
images	have	at	least	one	color	channel	with	some	low	intensity	pixels.	For	an
arbitrary	image	 ,	its	dark	channel	is	given	by

(5.30)
where	 	is	a	color	channel	of	 ,	and	 	is	a	local	window	patch	centered

at	pixel	x.	Dark	channel	is	the	outcome	of	two	minimum	operators:	

is	performed	on	each	pixel	in	the	RGB	color	space,	and	 	is	a	minimum

filter.	If	 	is	an	outdoor	haze-free	image,	then	the	intensity	of	 ’s	dark

channel	is	very	low	and	tends	to	zero:	 .

It	assumes	that	the	atmospheric	light	A	would	be	a	given	constant	value.	First	the
top	0.1%	brightest	pixels	in	the	dark	channel	are	picked,	and	then	the	pixels	with
highest	intensity	in	the	input	image	I	are	selected	as	the	atmospheric	light.

According	to	Eq.	(5.1),	the	hazed	image	can	be	normalized	by	A

(5.31)

It	assumes	that	the	transmission	in	a	local	patch	 	would	be	constant	

.	The	dark	channel	is	calculated	as	follows



(5.32)
The	transmission	can	be	estimated	by

(5.33)

According	to	the	DCP	model,	the	transmission	can	be	estimated	by

(5.34)

where	 	is	a	local	window	patch	centered	at	pixel	x,	 	is	a	constant

parameter	 	to	keep	a	small	amount	of	haze	and	 	is	the	RGB

color	channel	of	the	atmospheric	light.
With	the	transmission	map,	we	can	recover	the	scene	radiance	according	to

Eq.	(5.29).	But	the	direct	attenuation	term	 	can	be	very	close	to	zero

when	the	transmission	 	is	close	to	zero.	The	directly	recovered	scene

radiance	J	is	prone	to	noise.	Therefore,	we	restrict	the	transmission	 	to	a

lower	bound	 ,	which	means	that	a	small	certain	amount	of	haze	are	preserved

in	very	dense	haze	regions.
The	final	scene	radiance	J(x)	is	recovered	by:

(5.35)

A	typical	value	of	 	is	0.1.	Since	the	scene	radiance	is	usually	not	as	bright

as	the	atmospheric	light,	the	image	after	haze	removal	looks	dim.

5.6.3	 Implementation	Steps	of	DCP
Implementation	of	DCP	needs	following	steps:
(1)

compute	the	dark	channel	with	Eq.	(5.30); 	
(2)



computer	the	atmosphere	light	A; 	
(3)

estimate	the	transmission	with	Eq.	(5.34); 	
(4)

recover	the	scene	radiance	with	Eq.	(5.35);	
PROGRAMME	5.10:	Image	Dehazing	with	DCP





Figure	5.25c	is	the	estimated	transmission	map	from	an	input	haze	image
(Fig.	5.25a)	using	the	patch	size	15 × 15.	It	is	roughly	good	but	contains	some
block	effects	since	the	transmission	is	not	always	constant	in	a	patch.	The
recovered	scene	radiance	in	Fig.	5.25b	is	not	smooth.	We	need	refine	this	map
for	better	image	quality.





Fig.	5.25 	Dehazing	result	with	DCP

5.6.4	 Refine	Transmission	Map	Using	Soft	Matting
We	notice	that	the	haze	imaging	Eq.	(5.29)	has	a	similar	form	with	the	image
matting	equation.	A	transmission	map	is	exactly	an	alpha	map.	Therefore,	we
apply	a	soft	matting	algorithm	to	refine	the	transmission.

Denote	the	refined	transmission	map	by	 .	Rewriting	 	and	 	in

their	vector	form	as	t	and	 ,	minimize

(5.36)
where	L	is	the	Matting	Laplacian	matrix,	and	λ	is	a	regularization	parameter.	The
first	term	is	the	smooth	term	and	the	second	term	is	the	data	term.
The	(i,	j)	element	of	the	matrix	L	is	defined	as:

(5.37)

where	 	and	 	are	the	colors	of	the	input	image	I	at	pixels	i	and	j, 	is	the

Kronecker	delta,	 	and	 	are	the	mean	and	covariance	matrix	of	the	colors	in

window	 ,	 	is	a	 	identity	matrix,	 	is	a	regularizing	parameter,	and	

	is	the	number	of	pixels	in	the	window	 .

The	optimal	t	can	be	obtained	by	solving	the	following	sparse	linear	system:

(5.38)

where	U	is	an	identity	matrix	of	the	same	size	as	L.
Implementation	of	DCP + soft	Matting	needs	following	steps:

(1)
Compute	the	dark	channel	with	Eq.	(5.30); 	

(2)
Compute	the	atmosphere	light	A; 	

(3)
Estimate	the	transmission	with	Eq.	(5.34); 	

(4)



(4)

Refine	the	transmission	with	the	solution	of	Eq.	(5.38);	
(5)

recover	the	scene	radiance	with	Eq.	(5.35); 	
PROGRAMME	5.11:	Image	Dehazing	with	DCP + Soft	Matting





Figure	5.26a	is	the	soft	matting	result	using	Fig.	5.25c	as	the	date	term.	As
we	can	see,	the	refined	transmission	map	manages	to	capture	the	sharp	edge
discontinuities	and	outline	the	profile	of	the	objects.	The	recovered	scene
radiance	with	DCP + Soft	Matting	in	Fig.	5.26b	is	better	than	the	result	with
DCP	in	Fig.	5.25b.



Fig.	5.26 	Dehazing	result	with	DCP + soft	matting

5.7	 Image	Deraining	Correction
Under	rainy	conditions,	the	impact	of	rain	streaks	on	images	and	video	is	often
undesirable.	In	addition	to	a	subjective	degradation,	the	effects	of	rain	can	also
severely	affect	the	performance	of	outdoor	vision	systems,	such	as	surveillance
systems.	Effective	methods	for	removing	rain	streaks	are	needed	for	a	wide
range	of	practical	applications.



5.7.1	 Related	Work
To	date,	many	methods	have	been	proposed	for	removing	rain	from	images.
These	methods	fall	into	two	categories:	video-based	methods	and	single-image
based	methods.

For	video-based	methods,	rain	can	be	more	easily	identified	and	removed
using	inter-frame	information.	Many	of	these	methods	work	well,	but	are
significantly	aided	by	the	temporal	content	of	video.

Single-image	based	methods	are	significantly	more	challenging	since	much
less	information	is	available	for	detecting	and	removing	rain.	Kim	J.	H.	proposed
a	method	based	on	kernel	regression	and	a	non-local	mean	filtering	to	detect	and
remove	rain	streaks.	Chen	Y.	L.	proposed	a	generalized	model	in	which	additive
rain	is	assumed	to	be	low	rank.	In	general,	however,	success	has	been	less
noticeable	than	in	video-based	algorithms	and	there	is	still	much	room.

5.7.2	 Single	Image	De-rain	with	Deep	Detail	Network
Fu	X.	Y.	proposed	a	deep	network	architecture	for	removing	rain	streaks	from
individual	images	based	on	the	deep	convolutional	neural	network	(CNN).
Inspired	by	the	deep	residual	network	(ResNet)	that	simplifies	the	learning
process	by	changing	the	mapping	form,	Fu	proposed	a	deep	detail	network	to
directly	reduce	the	mapping	range	from	input	to	output,	which	makes	the
learning	process	easier.

We	denote	the	input	rainy	image	and	corresponding	clean	image	as	X	and	Y,
respectively.	When	compared	to	the	clean	image	Y,	the	residual	of	the	rainy
image	Y − X	has	a	significant	range	reduction	in	pixel	values.	This	implies	that
the	residual	can	be	introduced	into	the	network	to	help	learn	the	mapping.	Thus
we	use	the	residual	as	the	output	of	the	parameter	layers,	as	shown	in	Fig.	5.27.
This	skip	connection	can	also	directly	propagate	lossless	information	through	the
entire	network,	which	is	useful	for	estimating	the	final	derained	image.	Because
rain	tends	to	appear	in	images	as	white	streaks,	most	values	of	Y − X	tend	to	be
negative.	Thus	we	refer	to	this	as	“negative	residual	mapping”	(neg-mapping	for
short).	We	train	a	deep	CNN	architecture	h(X)	on	multiple	images	to	minimize
the	objective	function

Fig.	5.27 	The	proposed	framework	for	single-image	rain	removal



(5.39)

We	first	model	the	rainy	image	as

(5.40)

where	the	subscript	‘detail’	denotes	the	detail	layer,	and	‘base’	denotes	the
base	layer.	The	base	layer	can	be	obtained	using	low-pass	filtering	of	X	after
which	the	detail	layer	 .	After	subtracting	the	base	layer	from

the	image,	the	interference	of	background	is	removed	and	only	rain	streaks	and
object	structures	remain	in	the	detail	layer.	The	detail	layer	is	sparser	than	the
image	since	most	regions	in	the	detail	layer	are	close	to	zero.

The	input	of	the	de-rain	system	is	a	rainy	image	X	and	the	output	is	an
approximation	to	the	clean	image	Y.	Based	on	the	previous	discussion,	we
define	the	objective	function	to	be

(5.41)
where	N	is	the	number	of	training	images,	 	is	ResNet.	W	and	b	are	network

parameters	that	need	to	be	learned.	For	 ,	we	first	use	guided	filtering	as	a

low-pass	filter	to	split	X	into	base	and	detail	layers.
Network	architecture	for	the	rain	removal	problem	is	shown	in	Fig.	5.28.
Removing	image	indexing,	our	basic	network	structure	can	be	expressed	as,



Fig.	5.28 	The	network	architectures	for	the	rain	removal	problem



(5.42)

where	 	with	L	the	total	number	of	layers,	∗	indicates	the

convolution	operation,	W	contains	weights	and	b	biases,	 	indicates	batch

normalization	to	alleviate	internal	covariate	shift,	 	is	a	Rectified	Linear

Unit	(ReLU)	for	nonlinearity.	In	this	network,	all	pooling	operations	are
removed	to	preserve	spatial	information.

For	the	first	layer,	we	use	filters	of	size	 	to	generate	

feature	maps;	srepresents	filter	size	and	c	represents	the	number	of	image
channels,	e.g.,	c = 1	for	grayscale	and	c = 3	for	color	image.	For	layers	2	through
L − 1,	filters	are	size	 .	For	the	last	layer,	use	filters	of	size	

	to	estimate	the	negative	residual.	The	derained	image	is

obtained	by	directly	adding	the	estimated	residual	to	the	rainy	image	X.

5.7.3	 Implementation	of	Image	Deraining	with	Deep	Network
Set	the	detail	network	depth	to	L = 26,	and	use	SGD	(Stochastic	Gradient
Descent)	with	weight	decay	of	 ,	momentum	of	0.9	and	a	mini-batch	size

of	20.	Start	with	a	learning	rate	of	0.1,	dividing	it	by	10	at	100K	and	200K
iterations,	and	terminate	training	at	210K	iterations.	Set	the	filter	sizes	

	and	filter	numbers	 .	during	experiments,	Fu	X.

Y.	found	that	3 × 3	filter	size	generates	results	that	are	representative	of	deep
network	structure,	while	still	being	computationally	efficient.	Since	the	process
is	applied	on	color	images,	set	c = 3,	the	radius	of	the	guided	filter	for	low-pass
filtering	is	15.

PROGRAMME	5.12:	Single	image	de-rain	with	deep	detail	network











Figure	5.29	shows	an	example	of	a	real-world	test	image	and	the	deraining
result	with	PROGRAMME	5.11.



Fig.	5.29 	Deraining	result	with	deep	network
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the	principle	of	image	inpainting,	and	then	two	types	of	inpainting	algorithms
are	detailed,	including	the	vibrational	PDE-based	and	exemplar-based
inpainting.

6.1	 Introduction
Image	inpainting	[1,	2]	refers	to	the	process	of	filling	in	the	missing	areas	or
modifying	the	damaged	ones	in	an	image,	which	aims	to	restore	the	image	in	a
form	that	is	not	detectable	by	an	ordinary	observer.	In	fact,	image	restoration	can
only	use	part	of	the	residual	information	in	the	image	to	approximate	the	original
intact	image,	and	the	image	obtained	by	this	estimate	is	just	an	approximate
image	of	the	vision	psychology	of	human	eye,	which	does	not	really	restore	the
original	appearance	of	the	image.	Therefore,	image	inpainting	itself	is	a
subjective	process,	which	may	generate	different	results	depends	on	different
images	or	different	restoration	algorithms	and	different	restorers.	Applications	of
this	technique	include	the	restoration	of	old	photographs;	cultural	relics
protection;	virtual	reality,	extra	objects	removal	(removal	of	superimposed	text
like	dates,	subtitles,	or	publicity,	etc.),	data	compression,	network	data
transmission,	etc.,	which	has	aroused	a	lot	of	attention	from	scholars	in	the
world.

The	conventional	schemes	that	are	proposed	for	image	inpainting	can	be
divided	into	two	categories:	structure-oriented	method	and	texture-based	image
inpainting	technology.

6.1.1	 Structure	Oriented	Image	Inpainting	Technology
For	structure	image	inpainting,	a	primary	category	of	the	technique	is	to	build	up
a	Partial	Differential	Equation	(PDE).	The	main	idea	is	to	make	full	use	of	the
edge	information	around	the	damaged	area,	and	sperate	the	information	into	the
area	to	be	restored	with	the	propagating	mechanism,	so	as	to	obtain	a	better
result	of	repair.	In	fact,	the	PDE-based	image	inpainting	utilizes	the	thermal
diffusion	equation	in	physics	to	propagate	the	information	around	the	area	to	be
repaired	into	the	patch	area.	It	transforms	the	image	inpainting	process	into	a
series	of	partial	differential	equations	or	energy	functional	models	which	can	be
processed	by	numerical	iterations	and	intelligent	optimization.

The	typical	image	inpainting	algorithms	based	on	structure	include:
Bertalmio-Sapiro-Caselles-Ballester	(BSCB)	model,	Curvature	Driven
Diffusions	(CDD)	model	[3,	4],	Total	Variation	(TV)	model,	Euler’s	elastica
model	[5],	Mumford-Shah	model	[6],	Mumford-Shah-Euler	model	[7]	and	so	on.
Like	everything	else,	the	structural	inpainting	methods	have	both	advantages	and



disadvantages,	this	kind	of	algorithms	is	only	suitable	for	piecewise	smooth
images,	or	for	filling	images	with	a	small	area	of	damage.

The	BSCB	model	aims	to	establish	an	image	restoration	model	with	isophote
line	as	extension	direction,	which	keeps	the	angle	between	the	isophote	line	and
the	edge,	and	fills	in	the	areas	to	be	inpainted	by	propagating	information
smoothly	from	the	surrounding	areas	in	the	isophotes	direction	at	the	same	time.
This	algorithm	can	get	good	repair	effect	when	it	is	damaged	or	broken	in	a
narrow	region.	However,	due	to	the	characteristics	of	the	algorithm	itself,	this
kind	of	methods	operate	slowly	and	the	inpainting	image	is	sometimes	blurring.
The	TV	model	uses	an	Euler-Lagrange	equation	to	inpaint	the	image	by
minimizing	the	TV	energy	functional,	coupled	with	anisotropic	diffusion	to
preserve	the	direction	of	isophotes.	It	works	remarkably	well	for	local	inpainting
such	as	digital	zoom-in	and	text	removal	[8–10].	However,	the	TV	model	uses
the	shortest	straight	line	to	connect	the	broken	bar	structure,	it	does	not	connect
fracture	edges	well,	so	it	is	easy	to	destroy	the	connectivity	of	the	vision	during
the	inpainting	process.	The	CDD	model	extended	the	TV	algorithm	to	consider
geometric	information	by	defining	the	strength	of	isophotes,	which	enhances	the
visual	connectivity	to	a	certain	extent.	So,	it	can	inpaint	larger	damaged	regions.
Since	the	CDD	model	still	adopts	linear	approximation	to	the	damaged	area,
thus,	the	damaged	boundary	will	still	have	the	phenomenon	of	fuzzy	or	even	not
smooth.	Both	the	Mumford-Shah	model	and	the	Mumford-Shah-Euler	model
will	build	the	data	model	and	priori	model	of	the	image,	so	that	the	problem	of
image	painting	can	be	converted	into	a	functional	extremum	problem,	which	can
be	solved	with	the	variational	method	so	as	to	restore	the	damaged	image.

Since	the	PDE	method	itself	does	not	take	into	account	the	order	of	the
inpainting	sequence,	and	lack	of	consideration	about	high-frequency	part	of	the
image.	So,	it	will	introduce	ambiguity	in	the	propagation	process,	especially	in
repairing	large	damaged	area.	Besides,	as	the	PDE-based	repair	method	only
considers	the	structure	layer	of	the	image,	the	valuable	information	in	the	texture
is	often	blurred	by	the	PDE	model,	which	cannot	get	good	results	in	the
restoration	of	the	texture	area.

6.1.2	 Texture-Based	Image	Inpainting	Technology
Texture-based	image	inpainting	[11,	12]	can	grasp	the	structure	and	texture
details	of	the	image	as	a	whole,	and	the	restoration	quality	is	relatively	ideal.
Besides,	the	speed	is	also	superior	to	the	algorithm	based	on	the	variational	PDE
obviously	[13],	which	is	mainly	used	to	fill	in	large	patches	of	missing
information	in	the	image.	There	are	two	approaches	to	this	type	of	technology:
The	first	one	is	based	on	image	decomposition,	which	decompose	the	image	into



structural	part	and	texture	parts,	then	using	the	BSCB	model	to	restore	the
structural	part	and	nonparametric	sample	texture	synthesis	technique	to	fill	the
texture	part.	At	last,	the	results	of	these	two	parts	are	stacked	up,	which	is	the
final	restored	image;	The	other	one	is	the	exemplar-based	technique	which
generates	new	texture	by	sampling	and	copying	colour	values	from	the	source.
Firstly,	selecting	a	pixel	point	from	the	boundary	of	the	patch	to	be	repaired	as
the	initial	seed,	taking	this	point	as	the	center,	select	the	appropriate	texture
block	according	to	the	texture	features	of	the	image,	and	look	for	the	closest
texture	matching	block	around	the	area	to	be	mended	to	replace	the	texture
block.	Among	them,	the	most	representative	and	creative	one	of	the	exemplar-
based	inpainting	algorithms	is	the	Criminisi	model.	On	the	basis	of	the	structure
and	texture	information,	the	algorithm	determines	the	sequence	of	inpainting
according	to	the	value	of	the	priority	function,	and	the	value	is	determined	by	the
confidence	items	and	data	items	(structure	function)	of	the	image	patch.	Finally,
find	the	optimal	matching	block	in	the	known	part	of	the	image	according	to
certain	criteria,	update	the	pixel	block	to	be	repaired	with	the	information	in	the
optimal	matching	block	until	the	entire	damaged	area	is	repaired.

6.2	 The	Principle	of	Image	Inpainting
Image	inpainting	is	a	technology	based	on	human	visual	psychology.	According
to	the	edge	information	of	the	damaged	area,	it	extends	in	a	certain	direction	and
filling	the	obscured	parts	to	simulate	the	effect	of	artificial	inpainting.	As	most
objects	are	opaque,	people	often	rely	on	experience	to	guess	which	object	is
obscured.	Since	the	world	is	considered	to	be	made	up	of	an	orderly,	complete
way,	rather	than	scattered	individuals,	the	modeling	process	of	image	inpainting
usually	relies	on	the	Helmholtz	best	guessing	principle:	for	the	given	sensor
data,	what	we	feel	is	the	best	assumption	based	on	the	state	of	the	real	world.

Refer	to	the	previous	definition,	image	inpainting	is	the	use	of	damaged
image	U0	to	restore	original	image	U.	According	to	the	Helmholtz	best	guessing
principle,	the	inpainting	is	to	find	the	maximum	posterior	probability	of
Bayesian	[14–16],	that	is,	to	make	the	largest	U	of	prob(U|U0).

According	to	the	Bayesian	formula:

(6.1)

If	the	image	U0	is	given,	then	P	(U0)	is	a	fixed	constant	which	set	to	C.
Where



(6.2)
From	the	above,	we	can	see	that	the	estimation	of	the	image	U	depends	on

two	conditions,	namely	the	relation	between	the	observed	images	U0	and	U	as
well	as	the	prior	probability	of	the	image	based	on	the	best	guess.	These	two
conditions	correspond	to	two	physical	models	in	the	image	inpainting
respectively:

:	The	data	model,	that	is,	how	does	the	observed	image	U0	get	from

the	original	image	U.
:	A	priori	model,	that	is,	what	does	the	real	image	look	like.

On	the	other	hand,	in	most	image	inpainting	problems,	the	geometric
information	of	the	image	will	get	lost,	such	as	the	boundary.	In	order	to	restore
these	kinds	of	information,	the	model	should	take	advantage	of	the	geometric
information	of	the	image,	but	most	conventional	probabilistic	models	fail	to	do
so.	However,	since	some	energy	models	in	image	processing	are	driven	by
geometric	information,	we	could	establish	the	relationship	between	the
probability	formula	and	the	energy	according	to	the	Gibbs	rule.

The	specific	Gibbs	rule	is	as	follows:

(6.3)

where	E(U)	is	the	energy	of	U,	β	denotes	the	reciprocal	of	the	absolute
temperature,	z	is	the	distribution	function,	so	the	Bayesian	formula	is	expressed
in	the	form	of	energy	or	variational:

(6.4)

When	you	take	the	minimum	of	energy,	the	constant	term	can	be	discarded.
E(U)	and	E(U|U0)	are	equivalent	to	the	prior	model	and	the	data	model	in	the
probability	formula	respectively.

6.3	 Variational	PDE-Based	Image	Inpainting
From	the	viewpoint	of	mathematics,	image	inpainting	is	to	fill	the	image	in	the
area	to	be	mended	according	to	the	area	to	be	restored,	which	belongs	to	the	field
of	image	restoration.	The	following	degradation	model	is	often	adopted:

(6.5)



where	 	is	the	observed	image,	 	is	the	original	image	( ,	while	

is	the	additive	white	noise.	For	the	most	image	inpainting	problem,	the	data
model	has	the	following	form:

(6.6)

where	Ω	denotes	the	entire	image	region	[17],	D	represents	the	area	where	the
lost	information	needs	to	be	patched,	Ω\D	denotes	the	area	where	no	information
is	lost,	I0	is	the	available	image	portion	on	Ω\D,	while	I	is	the	target	image	that
needs	to	be	restored.

Assuming	that	N	obeys	the	Gaussian	distribution,	then	the	energy	function	E
of	the	data	model	can	be	defined	by	the	minimum	mean	square	error:

(6.7)

Since	there	is	no	data	available	to	D,	the	image	(priori)	model	is	more
important	to	image	inpainting	algorithm	than	other	traditional	restoration
problems	(such	as	denoising,	deblurring).	The	image	model	can	be	obtained
from	the	image	data	through	filtering,	parametric	or	nonparametric	estimation
and	entropy	methods.	These	statistical	methods	are	important	to	repair	images
with	rich	texture.	However,	for	the	majority	of	the	restoration	problems,	the
important	geometric	information	(such	as	the	boundary)	of	the	image	is	often
lost	in	the	area	to	be	reconstructed.	In	order	to	restore	this	geometric
information,	the	image	model	needs	to	get	these	geometric	features	in	advance,
while	most	traditional	probability	models	lack	such	characteristics.	Fortunately,
in	many	kinds	of	literature,	the	‘energy’	form	inspired	by	geometric	information
does	exist,	such	as	the	Rudin-Osher-Fatermi	model,	and	the	Mumford-Shah
model,	the	so-called	variational	method.

In	the	variational	approach,	the	image	inpainting	problem	is	transformed	into
a	constrained	optimization	problem:

(6.8)

where	E[I]	is	the	energy	form	of	the	image	prior	model,	 	indicates	the

variance	of	the	Gaussian	white	noise,	which	can	be	estimated	with	an



appropriate	statistical	estimator.	Using	Lagrange	multiplier	method,	the
constraint	problem	can	be	transformed	into	the	following	unconstrained
problem:

(6.9)

Generally,	λ	is	used	to	equalize	the	matching	term	 	and	the

regularization	term	 	For	the	regularization	term	 	that	is,	the	prior

model	of	the	image	is	often	implemented	by	the	‘energy’	functional.	Such	as
Sobolev	norm	 	Rudin	et	al.	total	variational	models	

	Mumford-Shah	model	

where	H1	represents	the	1-dimensional	Hausdroff	measure	and	Γ	is	the	edge	set
of	the	image.

This	section	mainly	introduces	two	kinds	of	the	most	important	variational
techniques	based	on	geometric	image	models	and	their	modified	models.	In	the
following	content,	 	represent	the	gradient,	divergence	and	Laplace

operator,	respectively.

6.3.1	 Image	Inpainting	Algorithm	Based	on	Total	Variational
Model
Rudin	et	al.	consider	the	image	as	a	piecewise	smooth	function,	and	model	the
image	on	bounded	variational	space.	Since	the	proposed	total	variation	model
can	extend	the	image	boundary,	this	model	is	very	suitable	for	image	restoration
[18–20].	Tony	Chan	et	al.	extended	the	model	to	image	inpainting,	and
established	a	total	variational	image	inpainting	model	as	follows:

(6.10)

where	 	plays	the	role	of	the	Lagrange	multiplier.	According	to	the	variational

[21–24]	principle,	the	corresponding	Euler-Lagrange	equation	for	the	energy
functional	J	can	be	obtained	as

(6.11)



where	 	Thus	it	can	be	seen	that	the

minimum	value	of	solving	functional	(formula	6.10)	is	equivalent	to	solving
partial	differential	equation	(formula	6.11).	In	addition,	a	time	variable	t	can	be
introduced,	and	then	the	infinitesimal	steepest	descent	equation	is	given	by

(6.12)

That	is	to	say,	with	the	change	of	the	time	variable	 	when	 	the

minimum	value	of	the	required	 	is	obtained.
From	the	point	of	view	of	the	numerical	calculation,	since	 	will	be	very

small,	or	even	close	to	zero	in	the	smooth	area,	so,	in	the	above	two	differential
equations,	to	avoid	the	denominator	to	be	zero,	generally	replace	

by	 	where	 ,	 	is	a	small	positive	parameter.

Thus	the	problem	of	optimization	becomes

(6.13)

As	in	most	processing	tasks	that	containing	threshold	(like	denoising	and
edge	detection),	parameter	 	can	usually	be	considered	as	a	threshold.	In	the

smooth	region	where	 ,	the	model	tries	to	imitate	the	harmonic

inpainting,	while	in	the	border	area	where	 ,	TV	model	can	be	used	for

processing.
The	main	advantages	of	the	TV	model	are	its	maintenance	of	the	edge	and

convenient	numerical	PDE	implementation,	but	it	also	destroys	the	connectivity
principle	of	the	human	disocclusion	process.	As	shown	in	Fig.	6.1,	where	

represents	the	width	of	an	object,	 	represents	the	width	of	the	damaged	area,

no	matter	what	the	ratio	of	 	to	 	is,	the	whole	bar	is	shown	in	Fig.	6.1b

seems	to	be	the	best	guess	to	most	of	us,	psychologically.	However,	for	the	TV



model,	when	 ,	the	inpainting	result	is	shown	in	Fig.	6.1b,	while	

,	the	inpainting	result	is	shown	in	Fig.	6.1c,	which	destroys	the	connectivity
principle.	As	in	the	TV	model,	diffusion	strength	depends	only	on	the	contrast	or
strength	of	the	isophote	line,	and	it	is	reflected	by	the	conduction	coefficient	

	therefore,	the	intensity	of	diffusion	is	not	dependent	on	the

geometric	information	of	the	isophote	line.	For	a	plane	curve,	the	scalar
curvature	 	can	reflect	its	geometric	information.	When	 ,	from	the

result	of	TV	model	inpainting,	k	is	equal	to	 	at	4	corners	a,	b,	c	and	d.

Fig.	6.1 	Visual	connectivity	principle

The	key	to	the	numerical	implementation	of	the	TV	inpainting	model	lies	in
the	approximation	of	 	and	the	degradation	of	PDE.	As	shown	in	Fig.	6.2,	O

is	the	target	pixel,	 	represents	the	four	midway	points	which	is	not

directly	available	from	the	digital	image,	while	 	denotes	the	4

adjacent	pixels	of	O,	and	 	can	be	approximated	by	the	following	formula



Fig.	6.2 	A	target	pixel	O	and	its	neighbors

(6.14)

A	similar	discussion	applies	to	the	other	three	directions.	After	the
discretization,	it	becomes

(6.15)

where	 	represents	the	four	adjacent	pixels	of	the

target	pixel	O.	For	any	target	pixel	 	define

(6.16)

Here,	if	 ,	then	 	represents	the	point	 .	Therefore,	the	formula

(6.15)	becomes



(6.17)

In	this	way,	the	formula	(6.17)	can	be	rewritten	into	a	Gauss-Jacobi	iterative
form

(6.18)

When	a	specific	implementation	is	made,	a	mask	is	used	to	determine	the
area	that	needs	to	be	inpainted	first	(the	mask	for	D	needs	to	be	given
beforehand),	and	then	according	to	the	information	around	the	area	to	be
inpainted,	the	image	inpainting	algorithm	is	used	to	restore	the	information
automatically,	according	to	formula	(6.14),	the	algorithm	steps	are	as	follows:

(1)
Read	the	image	and	the	mask	information; 	

(2)
Perform	(3),	(4),	(5)	steps	for	each	pixel	in	the	mask; 	

(3)
Calculate	the	first	derivative	value	and	the	modulus	value	of	the	gradient	of
the	pixels;

	
(4)

Set	 	if	the	pixel	is	located	outside	the	inpainted	area;

otherwise,	

	

(5)
By	calculating	 	and	 ,	the	new	pixel	values	are	obtained	and	saved

into	the	new	image;

	
(6)

Calculating	the	difference	between	the	new	image	and	the	old	image,	if	it	is
less	than	the	given	threshold,	replace	the	old	image	with	the	new	image	and
exit;	otherwise,	go	to	the	second	step.

	

The	MATLAB	code	of	the	algorithm	is	shown	in	PROGRAMME	6.1
(Fig.	6.3).



Fig.	6.3 	Text	removal	in	image

PROGRAMME	6.1:	Image	inpainting	using	the	total	variation	model





6.3.2	 Image	Inpainting	Based	on	CDD	Model
As	shown	in	Fig.	6.1,	the	rightmost	one	is	the	output	from	the	TV	inpainting,	in
which,	the	curvature	 	at	4	corners	a,	b,	c,	and	d.	However,	from	the

perspective	of	visual	psychology,	the	curvature	of	these	4	corners	should	be
zero,	that	is	to	say,	during	the	image	inpainting	process,	the	curvature	 	should

be	as	small	as	possible	to	obtain	the	image	that	conforms	to	human	vision.	Based
on	such	analysis,	Chan	and	Shen	modified	the	TV	model	and	proposed	the	new
diffusions	Curvature-Driven	Diffusions	(CDD)	inpainting	model	[25–28].

In	the	CDD	inpainting	model,	the	TV	conductivity	coefficient	is	modified	to	
	where	 	is	defined	as

(6.19)

Because	of	this	selection,	the	diffusion	will	be	enhanced	where	the	isophotes
have	a	larger	curvature,	and	the	diffusion	of	small	curvature	will	gradually
disappear.	Therefore,	the	CDD	inpainting	model	is

(6.20)

where	 	is	the	curvature.

The	MATLAB	code	of	image	inpainting	based	on	CDD	model	is	shown	in



PROGRAMME	6.2	(Fig.	6.4).

Fig.	6.4 	CDD	inpainting	result

PROGRAMME	6.2:	Image	inpainting	based	on	CDD	model







6.4	 Exemplar-Based	Image	Inpainting	Algorithm
The	exemplar-based	[29]	approach	is	an	important	class	of	inpainting
algorithms,	here,	we	will	describe	the	method	of	Criminisi	et	al.	for	repairing
texture	component,	which	takes	isophote	into	consideration,	sampling	the	best
matching	patches	from	the	known	region,	and	pastes	into	the	target	patches	in
the	missing	region.

And	the	restoration	is	a	sampling	process	driven	by	the	isophote.	As	shown
in	Fig.	6.5,	given	the	input	image	Ι,	 	is	the	source	region,	the	region	to	be
filled	is	indicated	by	 	and	its	boundary	is	denoted	 	for	each	point	p	on	the

contour	 	the	patch	 	is	constructed	with	p	in	the	center	of	the	patch,	 	is



the	normal	to	the	contour	 	besides,	 	is	the	direction	(the	vertical

direction	of	the	gradient)	and	intensity	of	the	isophote	at	point	p.

Fig.	6.5 	Principle	of	Criminisi	algorithm

The	core	idea	of	the	Criminisi	algorithm	is	to	consider	the	fill	order	of	the
target	region,	that	is,	when	filling	the	target	region,	calculating	the	priority	of	all
the	target	pixels	on	the	boundary	of	the	inpainting	domain,	the	patch	with	the
highest	priority	will	be	filled	and	updated	at	first.	As	we	mentioned	before,	each
pixel	p	on	the	contour	 	corresponds	to	a	rectangular	patch,	which	is

constructed	with	p	in	the	centere,	and	the	size	of	the	block	is	equal	to	the	size	of
the	given	module	(generally	the	module	is	slightly	larger	than	the	maximum
texture	element	in	the	sample	area).	Select	the	patch	on	 	with	highest

priority,	filling	it	with	padding.	Assuming	that	 	is	the	patch	block	centered	at

point	 	its	priority	 	is	defined	as	the	product	of	two	terms:

(6.21)

In	Eq.	(6.21),	 	is	the	confidence	term	of	 ,	which	reflects	the	number

of	effective	points	contained	in	the	small	pieces	centered	on	point	p,	and	the
larger	the	value,	the	greater	the	effective	points	around	point	p,	in	another	word,
if	we	start	to	restore	from	 ,	we	could	have	a	higher	confidence	value	and

reduce	the	error	as	far	as	possible.	Here	defined	 	as:



(6.22)

where	 	is	the	area	of	 ,	here	is	the	size	of	the	module,	 	is	the

confidence	term	of	point	q	which	is	initialized	to:

(6.23)

From	the	Eqs.	(6.22)	and	(6.23),	we	can	see	that	the	more	pixels	in	the
sample	area	of	the	patch,	in	another	word,	the	more	pixels	have	been	filled,	the
higher	confidence	item	of	the	patch	will	be.

In	Eq.	(6.21),	 	represents	the	strength	of	isophotes	hitting	the	boundary

and	boosts	the	priority	of	a	patch	that	an	isophote	“flows”	into,	and	is	defined	as
follows

(6.24)

where	 	is	the	unit	vector	orthogonal	to	the	front	 	 	is	the	normalized

factor	(for	8-bit	gray-level	image	 ).	From	the	formula	(6.24)	we	can	see

that,	the	larger	the	intensity	of	the	isophote	of	point	p	on	 	and	the	angle

between	the	unit	vector	is	smaller,	then	the	calculated	value	 	is	larger,

which	reflects	the	structural	information	of	the	image.
Once	the	priority	of	each	pixel	on	edge	is	calculated,	the	patch	corresponding

to	the	point	p	with	the	highest	priority	is	determined,	a	global	search	is
performed	on	the	whole	image	to	find	the	most	similar	example	 	from	the

source	region	 	to	compose	the	given	patch,	 	satisfying	the	following

conditions:

(6.25)

where	 	represents	the	distance	between	two	generic	patches	

and	 ,	using	the	Sum	of	Squared	Differences	(SSD)	of	pixels	as	the	distance



measurement,	the	definition	of	SSD	is	as	follows:

(6.26)

where	m,	n	denotes	the	length	and	width	of	the	patch,	p	represents	the	pixel
in	the	patch	to	be	restored,	and	q	denotes	the	pixel	in	the	source	region	 	By

comparing	the	corresponding	SSD	values	of	each	matching	pixel,	find	the
exemplar	 	in	the	source	region	 	that	minimizes	SSD,	and	then	copy	image

data	from	 	to	 ,which	successfully	expands	the	texture	and	structural

information	of	the	image.
In	the	Criminis	algorithm,	after	the	completion	of	a	restoration,	the	original

unknown	pixel	turned	into	a	known	pixel,	we	can	see	from	the	Eq.	(6.23)	that	the
confidence	terms	of	these	pixels	have	changed,	and	the	required	information	for
computing	filling	priorities	needs	to	be	updated:

(6.27)

Since	the	contour	of	the	target	patch	to	be	restored	has	changed,	a	new
contour	has	been	formed.	If	the	new	restoration	area	is	empty,	the	inpainting	is
completed.

Therefore,	the	steps	of	exemplar-based	Criminisi	image	inpainting	algorithm
includes	the	following	four	main	steps:

(1)
Initializing	the	target	region	manually,	input	the	image,	extracting	the
contour	 	of	the	area	to	be	restored.

	
(2)

Calculating	the	priority	of	all	the	pixels	according	to	the	formula	(6.21),
and	the	block	whose	corresponding	priority	is	highest	is	selected.	Where
the	confidence	term	indicates	the	proportion	of	the	known	pixels	in	the
patch	to	be	restored	to	the	entire	pixels,	and	the	data	item	 	is	the	dot

product	of	the	isophote	and	the	unit	vector	at	pixel	point	p.

	

(3)
Searching	for	the	most	similar	image	example	 	from	the	source	region	 	



	update	the	unknown	information	according	to	the	corresponding

information,	where	 	is	determined	by	formula	(6.25),	whose	SSD

among	the	known	region	is	minimum.
(4)

Updating	the	information,	in	which	the	boundary	δΩ	of	the	target	region	Ω
and	the	required	information	for	computing	filling	priorities	are	updated.

	
Repeat	the	above	steps	until	the	target	area	 ,	then	exits	the	loop	and

the	inpainting	is	completed.
The	MATLAB	code	of	the	exemplar-based	[29–33]	image	inpainting	is

shown	in	PROGRAMME	6.3.
PROGRAMME	6.3:	The	exemplar-based	image	inpainting



















In	Fig.	6.6,	a	simulation	experiment	is	conducted.	It	can	be	seen	from	the
restored	results	that	the	method	can	obtain	accurate	texture	features	for	strong
directional	texture	information.

Fig.	6.6 	Comparison	of	flowers	before	and	after	inpainting
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transform	based	fusion,	region	based	fusion	and	the	fusion	method	based	on
fuzzy	Dempster-Shafer	evidence	theory.	Moreover,	the	image	quality	and	fusion
evaluations	are	also	introduced.	In	this	chapter	we	introduce	the	image	fusion
methods,	including	the	wavelet	transform	based	fusion,	region	based	fusion	and
the	fusion	method	based	on	fuzzy	Dempster-Shafer	evidence	theory.	Moreover,
the	image	quality	and	fusion	evaluations	are	also	introduced.

7.1	 Introduction
Image	fusion	[1]	is	a	process	of	combing	multiple	input	images	of	the	same
scene	into	a	single	fused	image,	which	synthesizes	high	quality	images	from
image	data	collected	by	multisource	channels	with	the	same	target	by	the	image
processing	and	computer	technology.	In	application,	the	information	of	multiple
images	from	a	single	sensor	or	heterogeneous	sensors	will	be	integrated	to
reduce	the	uncertainty	and	redundancy	of	the	output	on	the	basis	of	the
maximum	combination	of	related	information,	enhance	the	information
transparency	of	the	image	so	as	to	form	a	clear,	complete	and	accurate
description	of	the	object,	the	spatial	resolution	and	spectral	resolution	of	the
original	image	will	also	be	enhanced	which	is	conducive	to	dynamic	monitoring,
target	identification	and	decision	making.	The	data	form	of	image	fusion	is	the
image	containing	brightness,	color,	temperature,	distance	and	other	scenery
features,	which	can	be	given	in	the	form	of	a	picture	or	a	series	of	images.
Generally,	a	specific	algorithm	is	used	to	combine	relevant	information	from	two
or	more	source	images	into	one	single	image	such	that	the	single	image	contains
most	of	the	information	from	all	the	sources	images.	Image	fusion	is	not	a
simple	overlay,	it	can	produce	new	and	more	valuable	images.	Figure	7.1	shows
the	general	model	of	image	fusion.	In	this	model,	spatial	registration,
information	fusion	and	information	representation	are	the	main	steps.

Fig.	7.1 	General	model	of	image	fusion



7.2	 Fusion	Categories
7.2.1	 Multi-view	Fusion
Multiple-view	fusion	fuses	the	images	obtained	from	multiple	cameras.	As	an
object	occluded	in	one	camera	view	may	be	visible	in	other	camera	views,	these
images	often	contain	large	amounts	of	complementary	and	redundant
information,	thus,	the	camera	views	need	to	be	associated,	that	is	to	say,	the
information	contained	in	the	original	view	images	needs	to	be	integrated	into	a
new	image	as	complete	as	possible.	By	this	means,	people	can	have	a	more	vivid
and	intuitive	understanding	of	the	original	scene	with	the	help	of	the	newly
generated	images.	The	multi-view	image	fusion	plays	an	irreplaceable	role	in
practical	application	with	its	unique	advantages.	However,	because	of	the
characteristics	of	high	resolution	and	high	information	quantity,	the	storage	and
transportation	of	multi-view	images	has	become	a	difficult	problem	in	practical
applications.

In	order	to	facilitate	the	subsequent	computation,	it	is	necessary	to	reduce	the
dimension	of	the	image	in	advance.	Since	the	displacement	and	angle
transformation	between	different	images,	the	image	needs	to	be	matched	and
then	fused	according	to	specific	conditions	at	the	same	time.

Since	pixel	level	fusion	is	the	most	common	and	widely	used	approach,	we
often	realize	the	fusion	according	to	the	basic	characteristics	of	pixels.	Different
processing	methods	are	used	for	different	regions.	Figure	7.2	shows	the
schematic	diagram	of	multi-view	image	fusion.

Fig.	7.2 	The	multi-view	image	fusion	schematic	diagram

In	Fig.	7.2,	 	represents	the	image	from	the	view	point	1,	and	 	represents



the	image	from	view	point	2.	Where	 	and	 	are	equal	in	size,	both	of	which	is

.	The	gray	parts	in	both	 	and	 	represent	the	overlapping	regions	of	the

two	images.	Since	image	 	translated	c	and	f	in	the	horizontal	and	vertical

directions	respectively	to	get	 ,	the	size	of	the	overlapped	area	is	

.	With	the	help	of	the	corresponding	relationship	between	

and	 ,	the	newly	fused	image	 	can	be	calculated,	whose	size	is	

,	and	 	almost	retained	most	of	the	information	of	 	and	 .

For	convenience,	we	divide	 	into	five	regions,	the	greyscale	area	in	the

middle	and	four	regions	labeled	with	one,	two,	three,	four	on	the	edge.
According	to	the	transformation	relationship,	region	1	is	the	remaining	part	after
removing	the	overlapping	area	in	 ,	and	2	belongs	to	the	rest	of	the	removed

overlapping	area	in	 .	3	and	4	are	the	newly	generated	parts,	while	the	gray	part

is	the	overlapping	area	of	 	and	 .	Since	1	and	2	are	specific	parts	of	 	and	

,	they	will	be	kept	directly	in	the	new	image.	For	3	and	4,	as	they	are	adjacent

to	the	part	1	and	2	on	the	outer	boundary,	a	 	operator	S	is	used	to	conduct

weighted	interpolation	from	their	junction	place	in	order	to	make	the	pixels	of
the	fused	image	stable	at	the	boundary,	where

(7.1)
It	is	important	to	note	that	the	index	direction	of	the	pixel	points	is	different
when	the	region	3	and	4	are	interpolated.	For	region	3,	the	positive	direction	of
the	index	is	from	right	to	left,	from	top	to	bottom.	While	for	region	4,	the
positive	direction	of	the	index	is	from	left	to	right,	from	bottom	to	top.	The
process	of	the	grayscale	overlapping	area	is	more	troublesome.	In	addition,
although	the	grayscale	area	in	 	and	 	seems	alike,	their	brightness	and	color

information	are	somewhat	different	due	to	the	different	viewpoints.	Therefore,



the	pixel	values	of	the	two	parts	cannot	be	simply	added	and	then	averaged.	In
order	to	improve	the	fusion	quality,	wavelet	fusion	can	be	adopted.

When	the	wavelet	transform	[2–5]	is	adopted	to	fuse	the	overlapping	regions,
the	image	will	decomposed	by	 	layers	wavelet	first,	then	you	will	get	

	different	frequency	bands.	These	frequency	bands	includes	 	high-

frequency	sub-images	and	1	low-frequency	sub-image.	At	the	time	of	fusion,	for
the	high-frequency	part,	the	value	of	the	absolute	maximum	value	of	the
corresponding	wavelet	decomposition	coefficient	in	the	two	source	images	is
used	as	the	decomposition	coefficient	of	the	fusion	image.	For	the	low-frequency
part,	the	rules	of	the	processing	are	relatively	complex,	and	the	specific	steps	are
as	follows:

(1)
Suppose	that	 	represents	the	coefficient	matrix	of	the

wavelet	low	frequency	component	of	image	 ,	and	

represents	the	space	position	of	the	wavelet	coefficients,	then	
	is	the	value	of	the	element	with	the	subscript	

of	the	coefficient	matrix	of	the	wavelet	low	frequency
components.

	

(2)
Selecting	a	small	patch	 	with	 	as	the	center,	

represents	the	average	value	of	 	in	 	with	 	as	the

center.	 	is	the	regional	variance	significance	of	 	in

,

	

(7.2)

where,	 	is	the	weight	value,	the	further	away	from	 ,	the	smaller	the	value

is.

(3)
Calculating	the	regional	variance	significance	 	and	 	of	 	



and	 	respectively	according	to	Eq.	(7.2),	then	calculate	the	region

variance	matching	degree	of	point	 .

(7.3)

(4)
Setting	a	matching	threshold	 .	When	 ,	the	fusion	strategy	is	

(7.4)

While	 ,	the	fusion	strategy	is	the	average	strategy.

(7.5)

where,	 .	After	the	above

processing,	the	ideal	fused	image	based	on	wavelet	transform	can	be	obtained
after	the	wavelet	reconstruction.

7.2.2	 Multimodal	Fusion
Multimodal	image	fusion	[6–10]	fuse	images	taken	from	different	modalities	of
the	same	scene.	A	single	sensor	can	only	obtain	incomplete	information	of	the
object	being	tested.	And	it	can	be	affected	by	the	environment	easily	and	the
stability	is	not	strong	enough.	Multimodal	information	fusion	can	combine
information	provided	by	multiple	sensors,	retain	useful	information	and
eliminate	error	messages.	And	the	reliability	of	the	system	can	be	improved	by
redundancy	information,	which	can	also	improve	the	reliability	of	the
measurement	to	achieve	the	final	information	optimization.	This	method	can	be
applied	to	a	variety	of	different	environments,	which	could	ensure	normal
working	requirements	under	bad	conditions.	Multimodal	fusion	was	first	born	in
the	military	field	and	is	now	developing	rapidly	in	the	civilian	field.

The	most	basic	multimodal	fusion	comes	from	the	observation	and
understanding	of	the	objective	things	by	the	organism.	As	shown	in	Fig.	7.3,	the



organism	uses	a	variety	of	different	senses	to	perceive	objects	to	obtain	a	large
number	of	different	kinds	of	information.	Then	send	these	information	back	to
the	central	processor	of	the	organism—the	brain.	Upon	receiving	these
information,	the	brain	will	combine	and	link	the	information	according	to	the
experience	that	has	been	summarized	and	accumulated	over	a	long	period	of
time,	and	finally	get	the	correct	understanding	of	the	observed	objects.

Fig.	7.3 	Fusion	of	human	and	multimodal	data

The	multimodal	system	will	get	three	kinds	of	information	in	the	process	of
information	acquisition:	(1)	Redundant	information:	redundant	information	is	the
multiple	duplicate	information	provided	by	a	variety	of	sensors	to	a	certain
feature	of	the	objective	thing,	which	can	improve	the	reliability	of	the	system.
(2)	Complementary	information:	complementary	information	refers	to	the
independent	external	characteristic	information	observed	by	various	sensors,
which	can	extend	the	performance	of	the	system.	(3)	Collaborative	information:
collaborative	information	refers	to	the	information	that	a	single	sensor	cannot	get
and	must	rely	on	multiple	sensors	to	cooperate,	which	can	further	expand	the
control	scope	of	the	system.	Therefore,	in	the	multimodal	fusion	research,	the
key	lies	in	the	feature	recognition	method	and	the	fusion	algorithm	itself.



Multimodal	images	are	multiple	images	obtained	from	different	imaging
principles	and	devices,	such	as	the	images	obtained	by	different	imaging	devices
in	the	medical	field,	like	CT,	MRI,	PET,	etc.	These	images	reflect	different	focus
of	human	tissues	and	organs,	and	the	clarity	is	also	different.	Multimodal	image
fusion	is	an	emerging	topic	in	image	processing	in	recent	years,	which	merge
multisource	images	to	generate	new	and	better	quality	images	with	certain
algorithms.	It	can	eliminate	the	differences	between	information	from	various
sensors	by	utilizing	different	spatial	resolution,	time	resolution	and	spectral
resolution	images.	By	the	way,	the	multimodal	fusion	can	also	enhance	the
reliability	of	the	information	in	the	image,	improving	the	accuracy	of	the	image,
raising	the	availability,	and	obtain	a	more	accurate	and	clearer	description	of	the
target.	Minoshiha	proposed	a	fusion	method	of	three	different	formats	to	detect
Alzheimer’s	disease,	which	introduces	multimodal	data	fusion	into	the	medical
field.	Nowadays,	multimodal	image	fusion	method	has	become	an	important
medical	means.	In	the	field	of	remote	sensing,	we	can	get	a	clearer	and	more
accurate	fusion	image	by	integrating	high	resolution	and	low	resolution	images,
hyperspectral	and	low	spectral	images,	multiband	image	and	multi	temporal
image	and	so	on.	Multimodal	image	fusion	technology	has	high	application
value	in	many	fields	such	as	video	surveillance,	medical	diagnosis,	satellite
remote	sensing	and	digital	photography,	etc.

The	classical	fusion	methods	of	multimodal	image	fusion	technology
include:	maximum	likelihood	estimation,	Kalman	filter,	the	least	square	method,
the	weighted	average,	Bayesian	estimation,	typical	inference	method	and	D-S
evidence	theory	method.	Modern	fusion	methods	include	clustering	analysis,
fuzzy	logic,	neural	network	and	so	on.	The	fusion	method	based	on	multiscale
transformation	is	one	of	the	research	hotspots	of	multimodal	image	fusion,	such
as	pyramid	transform,	wavelet	transform	and	multiscale	geometric
transformation.	This	method	usually	consists	of	three	steps.	First	of	all,
transform	the	source	image	into	a	multiscale	space	and	obtain	the	low	frequency
and	high	frequency	conversion	coefficients.	Then,	some	certain	rules/strategies
are	used	to	fuse	the	low	frequency	and	high	frequency	transform	coefficients
respectively	so	as	to	obtain	the	fusion	coefficients.	Finally,	the	fusion	coefficient
is	transformed	and	the	fused	images	are	obtained.	In	the	multiscale
transformation	based	method,	the	selection	of	the	transformation	space	and	the
design	of	the	fusion	rule	are	the	two	most	important	factors,	most	of	the	research
work	is	carried	out	around	these	two	elements.	Figure	7.4	shows	the	multimodal
image	fusion	process	under	wavelet	transform.



Fig.	7.4 	Schematic	diagram	of	multimodal	image	fusion	based	on	wavelet	transform

Then	we	take	Mallat	fast	algorithm	wavelet	transform	as	an	example	to	fuse
the	two	modal	images.	Firstly,	the	two	images	are	decomposed	by	wavelet,	and
the	fusion	rule	based	on	combination	of	selection	and	weighting	factor	is
adopted	for	the	low-frequency	part	of	the	decomposed	image,	then,	for	the	high
frequency	part,	the	fusion	rule	based	on	regional	energy	is	adopted.	Finally,	the
fusion	image	is	obtained	by	inverse	wavelet	transform.

For	the	multiscale	wavelet	decomposition	of	the	image,	4	different	subgraphs
can	be	obtained	at	each	decomposition	scale.	LL	is	the	low-frequency	part,
which	represents	the	main	information	of	the	image	and	concentrates	the
majority	of	the	energy	of	the	image.	While	HL,	LH	and	HH	are	the	high
frequency	parts,	which	represent	the	details	of	the	horizontal	direction,	vertical
direction	and	diagonal	direction	of	the	image	respectively.	In	terms	of	fusion
rules,	different	fusion	rules	are	adopted	for	high	frequency	and	low	frequency
components	respectively.	Since	the	low-frequency	component	LL	of	the
multiscale	decomposed	image	has	a	great	influence	on	the	quality	of	the
restoration	image.	Thus,	the	combination	of	the	selection	and	the	weighting
factors	is	used	in	the	fusion	of	low	frequency	components.

(7.6)

where	image	size	is	 	is	the	weighting	factor.

By	adjusting	the	parameter	k,	the	dominant	proportion	of	the	two	images	can	be
adjusted	to	balance	two	images	with	different	brightness.	If	the	factor	

increases,	the	image	will	be	brighter,	when	factor	 	increases,	the	edge	of	the

image	is	enhanced.	For	different	types	of	images,	appropriate	adjustment	to	the
factors	can	reduce	the	blurred	edges	and	ensure	that	the	edge	information	of	the
image	is	not	overly	lost.



The	result	of	high	frequency	component	fusion	is	 ,	where	

.	The	fusion	process	first	calculates	the	regional	energy

centered	on	the	high	frequency	components	at	each	scale.	The	size	of	the	region
is	set	to	 ,	where	 .	The	following	is	the	calculation	of	regional

energy	at	the	same	scale.	First,	the	values	of	the	same	region	in	different
directions	are	added	to	get	the	average;	then,	summing	up	the	high	frequency
component	of	the	same	region	and	subtracting	the	corresponding	mean	value,
thus	the	region	energy	 	and	 	of	this	high	frequency

component	can	be	obtained.	After	calculating	the	region	energy	of	each	high
frequency	component	of	the	multimodal	image,	the	region	matching	degree	can
be	calculated	by	the	following	formula.

(7.7)

where,	 .	The	fusion	rule	is:

(7.8)
	is	the	threshold	of	the	corresponding	high	frequency	component.

Figure	7.5	shows	examples	of	multimodal	image	fusion	of	Computed
Tomography	(CT)	and	Magnetic	Resonance	Image	(MRI)	images	in	the	medical
field.	CT	has	the	advantage	of	high	spatial	resolution,	which	is	imaging	based	on
the	principle	that	various	tissues	have	different	degree	of	absorption	of	X	rays.
The	bone	can	be	imaged	very	clearly,	which	will	provide	a	more	accurate
reference	to	the	location	of	the	lesion,	while	the	soft	tissue	is	not	clearly	visible.
MRI	uses	water	protons	information	imaging,	whose	spatial	resolution	is	not	as
good	as	that	of	CT	images,	but	it	is	clear	for	soft	tissue	imaging	and	is	helpful
for	defining	the	range	of	lesions.	However,	it	lacks	rigid	bone	tissue	as	reference
for	location.



Fig.	7.5 	An	example	of	multimodal	image	fusion	in	medicine:	a	MRI	image;	b	CT	image;	c	fusion	image

Obviously,	if	the	information	of	medical	images	provided	by	different
imaging	devices	is	organically	combined,	the	advances	in	modern	medical
clinical	diagnosis	technology	will	be	greatly	promoted.	Therefore,	the	new
thought	of	getting	more	valuable	information	from	the	fusion	of	medical	images
came	into	being.	In	the	process	of	multimodal	image	fusion,	different	fusion
rules	will	have	a	great	influence	on	the	fusion	result.

7.2.3	 Multi-temporal	Fusion
Multi-temporal	usually	refers	to	the	characteristics	of	a	set	of	images	in	time
series.	The	maximum	characteristic	of	multi-temporal	images	can	be	divided
into	two	aspects.	Firstly,	the	images	acquired	at	different	times	have	different
characteristics	on	the	same	target.	On	the	other	hand,	a	new	targets	will	appear
or	some	of	the	existing	targets	may	disappear	with	the	difference	in	imaging
time.	After	the	fusion	of	multi-temporal	images	of	the	same	scene,	we	can	obtain
an	image	with	temporal	target	distribution	information	and	spatial	target
distribution	information,	which	can	meet	the	requirements	of	dynamic	analysis,
such	as	studying	and	tracking	the	evolution	of	natural	history,	monitoring	the
dynamic	change	of	environment	and	resources.	Therefore,	the	most	important
thing	of	multi-temporal	image	fusion	is	to	optimize	the	complementary
information	at	different	images	in	the	final	fused	image.	Through	detecting	the
change	objects	in	multi-temporal	images,	we	could	get	the	change	characteristics
of	the	objects,	including	the	regional	distribution,	the	size	characteristic	and	the
outer	edge	shape	change.	Compared	with	the	previous	studies	on	multi-view
image	fusion	and	multimodal	image	fusion,	the	research	on	multi-temporal
image	fusion	is	relatively	small.	Figure	7.6	shows	an	example	of	the	multi-
temporal	images.



Fig.	7.6 	Remote	sensing	image	in	Reno	area:	a	image	on	August	5,	1986;	b	image	on	August	5,	1992

The	multi-temporal	image	fusion	can	effectively	detect	the	features	of	the
target	in	the	images	at	different	moments.	As	for	high	temporal	resolution
images,	the	time	varying	information	of	target	can	be	extracted	from	the	images,
and	then	fused	with	the	image	with	high	spatial	resolution,	which	can	get	the
fusion	image	with	high	resolution	of	time	and	space	at	last.	One	of	the	methods
to	extract	the	change	information	of	different	phase	images	is	the	change
detection	algorithm	based	on	the	different	images	and	the	transform	based
methods,	such	as	the	principal	component	analysis	(PCA)	method,	the	improved
multi-block	PCA	method,	the	iterative	PCA	method	and	the	independent
principal	component	analysis	(ICA)	method,	etc.	These	methods	can	detect	the
strength	and	weakness	of	different	regions	in	different	phase	images.	The	second
is	to	classify	the	multi-temporal	images	respectively,	then	compare	the	images
after	classification,	and	get	the	difference	of	the	different	phase	images	from	the
classification	results.

Therefore,	it	is	a	common	strategy	to	use	the	results	of	the	change	detection
to	improve	the	quality	of	the	final	fusion	image	when	different	phase	images	are
fused	or	compounded.	For	example,	the	results	of	the	change	detection	can	be
used	to	extract	the	template	of	the	target	feature	change,	and	the	fusion	of	the
phase	image	can	be	realized	on	this	basis.	The	image	fusion	scheme	is	as
follows:	In	Fig.	7.7,	 	are	the	target	feature	template,	background

template	of	the	multi-temporal	image	 	and	the	target	feature	template	of	the



multi-temporal	image	 .	The	Fusion	scheme	1	does	not	distinguish	the

sequence	of	images	 	and	 .	The	final	fusion	image	not	only	shows	the

distinct	characteristics	of	the	target	in	the	two	phase-images,	but	also	analyze	the
difference	of	the	background	region.	Specifically,	the	fusion	scheme	1	adopts	the
fusion	way	with	operation	to	integrate	the	complementary	information	of	multi-
temporal	images	effectively,	which	not	only	reflects	the	integrity	and	clarity	of
the	target,	but	also	ensures	the	smoothness	of	the	background	area.

Fig.	7.7 	Multi-temporal	image	fusion	scheme:	a	integration	scheme	1;	b	integration	scheme	2

Fusion	scheme	2	takes	the	temporal	image	in	a	certain	moment	as	the	main
image.	By	combining	the	salient	features	of	another	moment	image,	the
movement	information	of	the	same	target	can	be	effectively	reflected	in	the	final
fused	image.

7.2.4	 Multi-focus	Fusion
Multi-focus	image	fusion	is	an	important	branch	of	multisource	image	fusion.	In



Multi-focus	image	fusion	is	an	important	branch	of	multisource	image	fusion.	In
multi	focus	fusion,	the	input	images	will	be	focusing	in	different	scenes.	Some
images	may	focus	on	the	foreground	and	some	on	the	background.	In	the
application	of	digital	camera,	optical	lenses	suffer	from	a	limited	depth	of	focus,
it	is	often	not	possible	to	get	an	image	that	contains	all	relevant	objects	in	focus.
Part	of	the	images	which	is	out	of	focus	has	less	depth	of	field.	One	possible
solution	to	overcome	this	problem	is	to	take	several	pictures	with	different	focus
settings	and	combing	them	together	into	a	single	frame	to	get	all	the	information
from	the	less	focus	area	using	image	fusion	method.	The	goal	is	to	enhance	the
image	quality	and	information	so	that	it	provides	more	detail	information	than
the	information	available	in	single	image.	This	technology	can	improve	the
utilization	of	image	information	effectively	and	enhance	the	reliability	of	the
system.	Which	lays	a	good	foundation	for	the	subsequent	processing	of	image
recognition,	edge	detection,	image	segmentation	and	feature	extraction.	At
present,	multi-focus	image	fusion	has	been	widely	used	in	target	recognition,
microscopic	imaging,	military	operations,	machine	vision	and	other	fields.

According	to	the	different	stages	of	multi-focus	image	fusion	in	the	process
of	processing,	it	can	be	divided	into	Pixel-level	image	fusion,	Feature-level
image	fusion,	or	Decision-level	image	fusion.	No	matter	which	stage	the	fusion
is,	the	key	to	multi-focus	image	fusion	is	to	find	a	clear	area	or	pixels	in	the
source	image.	Then	a	clear	fused	image	of	all	the	scenes	can	be	obtained	by
reorganizing	it.

7.3	 Image	Fusion	Schemes
It	is	difficult	to	give	an	accurate	classification	to	the	multisource	image	fusion.
The	actual	fusion	process	can	be	divided	into	different	levels	according	to	the
different	forms	of	information	flow.	A	generally	accepted	stratification	approach
is	according	to	the	process	of	fusion,	which	is	similar	to	the	fusion	scheme	of
multi-sensor	fusion.	The	fusion	is	divided	into	four	levels	from	low	to	high:
signal	level	fusion,	data	level	fusion	(pixel	level	fusion),	feature	level	fusion,	and
decision	level	fusion,	as	shown	in	Fig.	7.8.

Fig.	7.8 	Four	layers	of	image	fusion	process

(1)



Signal	level	fusion	
The	signal	level	fusion	is	to	produce	a	fused	signal	by	mixing	the

unprocessed	sensors’	output	at	the	lowest	level	in	the	signal	domain.	The	fused
signal	is	the	same	as	the	source	signal,	but	the	quality	is	better.	The	signal	from
the	sensor	can	be	modeled	as	a	random	variable	with	different	related	noises.	In
this	case,	fusion	can	be	considered	as	an	estimation	process.	To	a	large	extent,
the	signal	level	image	fusion	can	be	regarded	as	the	problem	of	optimal
concentration	or	distribution	detection	of	signals,	and	whose	registration
requirement	for	the	time	and	space	of	the	signal	is	the	highest.

(2)
Pixel	level	fusion	
Data	level	fusion	is	also	known	as	pixel	level	fusion	(Fig.	7.9).	The	narrow

sense	of	image	fusion	refers	to	the	fusion	of	pixel	level	images,	which	directly
processes	the	data	collected	by	the	sensors	to	obtain	the	fused	images.	It	is	the
basis	of	high	level	image	fusion	and	one	of	the	key	points	of	the	present	image
fusion	research.	In	other	words,	this	fusion	is	a	fusion	of	different	physical
parameters.	Therefore,	a	pixel	of	a	given	spatial	location	of	the	fused	image	is
derived	from	each	pixel	of	the	source	images	at	that	location	and	their	associated
neighborhoods.	That	is	to	say,	there	will	be	more	details,	such	as	the	extraction
of	edge	and	texture,	which	is	helpful	to	further	analysis,	processing	and
understanding	of	the	image.	It	can	also	expose	potential	targets	which	is	benefit
to	identify	potential	target	pixels.	Pixel	based	methods	generally	deal	with	pixel
level	information	directly,	they	could	keep	as	much	information	as	possible	in
the	source	image,	providing	subtle	information	that	cannot	be	provided	by	other
fusion	levels,	and	is	more	suitable	for	further	processing	and	analysis	on	the
computer.	However,	the	limitation	of	pixel	level	image	fusion	cannot	be	ignored.
As	it	operates	on	the	lowest	level	of	pixels,	these	methods	are	generally	time
consuming	as	they	require	more	number	of	computations.	In	addition,	when	data
communication	is	carried	out,	the	amount	of	information	is	large,	and	it	is	easily
affected	by	the	noise.	Besides,	if	the	fusion	is	conduct	directly	without	a	strict
registration,	the	contrast	of	the	image	will	be	affected	directly	by	the	blurring
effect.



Fig.	7.9 	General	steps	for	the	fusion	of	pixel	level	images

In	general,	the	existing	pixel	level	fusion	methods	can	be	subdivided	into
two	categories:	one	is	spatial	domain	based,	and	the	other	is	transform	domain
based.	In	the	former,	there	are	many	kinds	of	methods,	such	as	logical	filtering
method,	gray-weighted	average	method	and	contrast	modulation	method,	etc.
There	are	also	the	algorithms	of	pyramidal	decomposition	fusion	and	wavelet
transform	method	in	the	transformation	domain.	Where	the	wavelet	transform	is
the	most	important	and	commonly	used	method	at	present.	Nowadays,	there	are
two	main	problems	in	image	fusion	based	on	wavelet	transform:	the	selection	of
optimal	wavelet	basis	functions	and	the	selection	of	optimal	wavelet
decomposition	layers.

(3)
Feature	level	fusion	
As	shown	in	Fig.	7.4,	the	feature	level	fusion	involves	the	integration	of

feature	sets	corresponding	to	multiple	information	sources,	where	the	feature
sets	extracted	from	multiple	data	sources	can	be	fused	to	create	a	new	feature	set
to	represent	the	individual.	Image	fusion	based	on	feature	level	belongs	to	the
middle	level	which	operates	on	the	characteristics	such	as	size,	edge,	shape	etc.,
and	its	advantage	is	that	it	achieves	certain	information	compression	and	is
conducive	to	real-time	processing.

Image	features	include	a	lot	of	content,	such	as	physical	features	(including
spectrum,	electromagnetic	characteristics,	etc.),	geometric	features	and
mathematical	features,	etc.	It	can	be	the	shape,	size,	texture,	contrast,	etc.	It	can
also	be	the	observer’s	target	or	interest	area	in	the	source	image,	such	as	the
contour,	character,	building	or	vehicle,	etc.	In	the	field	of	image	recognition,
people	usually	use	physical	and	geometric	features	to	identify	objects,	as	these



characteristics	are	easily	discovered	by	human	vision.	The	geometric	feature	is
the	structure	description	of	the	visual	attribute	of	a	certain	aspect	of	the	graph
object,	which	could	reflect	the	characteristics	of	the	target	more	essentially	than
the	original	image.	Image	geometric	features	and	its	extraction	technology	is	a
key	problem	in	image	information	processing.	The	basic	geometric	features	of
the	target	in	the	image	are	the	edge	points,	the	line	segments	and	the	regions.
The	edge	point	is	the	reflection	of	the	discontinuity	of	image	grayscale.	A	line
segment	is	the	description	of	a	continuous	edge	point,	which	often	parameterized
into	a	geometric	line,	such	as	a	line	segment	and	a	curve	segment.	A	region	is	a
set	of	pixels	that	are	connected	and	have	a	certain	consistent	attribute.	However,
due	to	the	limitation	of	the	physical	properties	of	single	image	and	the	influence
of	various	interference	factors	in	imaging	process,	it	is	often	difficult	to	obtain
the	geometric	description	of	the	object	closely	related	to	the	identification
purpose.	By	using	multisource	image	information,	the	range	and	accuracy	of	the
description	of	the	various	features	of	the	target	and	scene	are	expanded.	The
characteristics	of	objects	and	scenes	can	be	reflected	simply	and	clearly	in
multisource	image	data,	so	that	it	is	possible	to	extract	the	geometric	feature
closely	related	to	the	identification	purpose.	Obviously,	this	kind	of	image
geometric	feature	extraction	is	more	import	for	image	understanding.

At	present,	there	are	few	studies	in	this	field,	and	the	research	content	we	had
seen	in	the	literature	including	fusion	distance	and	visible	light	image’s	edge
extraction,	fusion	of	multiband	image	region	extraction,	fusion	of	multiband	line
extraction,	etc.	These	methods	are	basically	based	on	the	features	of	single
image	extraction,	and	the	information	between	the	multisource	images	cannot	be
fully	utilized	in	the	feature	extraction	stage.	A	better	approach	is	to	combine
image	feature	extraction	and	fusion	together.	In	the	process	of	feature	extraction,
fused	the	information	of	multisource	images	effectively.	Mining	all	the
information	of	the	image	to	form	a	feature	description	with	the	fusion	nature.
This	reflects	the	synthesis	of	information	reflected	in	each	image,	which	derives
from	all	the	information	of	the	image,	but	it	is	also	different	from	the	individual
features	extracted	from	each	image.

In	the	feature	level	fusion,	it	is	necessary	to	ensure	that	different	images
contain	the	feature	of	information.	For	example,	the	characterization	of	the
infrared	light	for	the	heat	of	the	object,	the	characterization	of	the	visible	light
for	the	brightness	of	the	object	and	so	on.

Feature	level	fusion	compressed	the	image	information	in	advance,	and	then
use	the	computer	to	analyze	and	process,	which	will	reduce	consumed	memory
and	time	compared	to	the	pixel	level.	And	the	real-time	performance	of	the
desired	image	processing	will	be	improved.	Feature	level	image	fusion	requires



less	image	matching	accuracy	than	the	first	layer,	and	the	speed	of	calculation	is
also	faster	than	the	first	one.	However,	it	extracts	the	image	features	as	fusion
information,	which	will	lose	a	lot	of	detail	characteristics	(Fig.	7.10).

Fig.	7.10 	The	general	steps	of	feature	level	image	fusion

(4)
Decision	level	fusion	
Decision	level	fusion	is	simply	a	selective	voting	for	obtaining	a	conclusive

decision	from	the	source	images,	which	is	a	cognitive-based	approach.	It	is	not
only	the	highest	level	of	image	fusion,	but	also	a	higher	abstraction	of	the	image
information,	which	is	directly	aimed	at	the	specific	decision	making.	In	the
decision	level	image	fusion	method,	each	image	data	source	has	been
transformed	to	obtain	an	independent	target	attribute	estimation,	which	is
already	a	representative	symbol	or	corresponding	decision	for	information
extraction.	Then	the	attribute	decision	from	each	data	source	is	fused,	as	shown
in	Fig.	7.11.	Therefore,	its	fusion	result	directly	affects	the	level	of	decision-
making.



Fig.	7.11 	General	steps	for	decision	level	fusion

The	main	advantage	of	decision	level	fusion	is	that	the	computation	of	the
decision	level	image	fusion	is	the	smallest	and	the	fusion	center	processing	cost
is	low,	which	requires	low	demand	for	information	transmission	bandwidth.
When	one	or	more	sensors	are	wrong,	the	system	can	get	the	correct	results
through	proper	fusion.	This	method	has	a	wide	range	of	applications,	and	has	no
special	requirements	for	the	original	sensor,	sensors	that	provide	the	original
data	can	be	heterogeneous	sensors,	and	can	even	include	information	obtained
by	non	image	sensors.	However,	this	approach	has	a	strong	dependence	on	the
previous	level,	and	the	obtained	image	is	not	very	clear	compared	with	the
previous	two	fusion	methods.	It	is	more	difficult	to	realize	the	decision	level
image	fusion,	but	the	image	transmission	noise	has	the	least	influence	on	it.

The	decision	level	image	fusion	is	mainly	depending	on	the	subjective
requirements,	and	there	are	also	some	rules	to	make	use	of	the	feature
information	obtained	from	the	feature	level	images.	Then	the	optimal	decision	is
made	directly	according	to	certain	criteria	and	the	reliability	of	each	decision
(the	probability	of	the	existence	of	the	target).	The	common	research	contents	of
multisource	image	decision	fusion	technology	can	we	seen	in	the	current
literature	include	the	classification	of	remote	sensing	images,	the	classification
of	hyperspectral	images	and	object	recognition.	And	the	techniques	used	are
voting	method,	Bayesian	method,	consensus	theory,	evidence	theory	method,
neural	network	and	fuzzy	integral.	In	particular,	the	D-S	evidence	theory	can
describe	the	uncertainty	information	by	“interval	estimation”	rather	than	“point
estimation”	method,	which	shows	great	flexibility	in	distinguishing	between
what	is	unknown	and	what	is	uncertain	as	well	as	accurately	reflecting	the
collection	of	evidence.	Therefore,	the	D-S	evidence	theory	is	a	kind	of	decision
fusion	method	which	is	suitable	for	the	application	of	object	recognition



(5)
Selection	of	different	fusion	strategies 	

The	selection	of	each	adaptation	level	depends	on	the	different	factors	in	the
actual	situation,	such	as	the	image	source.	At	the	same	time,	the	selection	of
different	level	processing	is	also	related	to	the	result	of	image	preprocessing.
Since	pixel	level	fusion	is	an	early	stage	fusion	wherein	each	pixel	of	the	source
images	carries	similar	importance,	it	becomes	the	most	popular.	Most	of	the
proposed	image	fusion	algorithms	belong	to	the	fusion	at	this	level.	Over	the
past	two	decades,	multiscale	transforms,	such	as	the	pyramid	transform	and
discrete	wavelet	transform	(DWT),	have	been	widely	used	for	pixel-level	image
fusion.

7.4	 Image	Fusion	Using	Wavelet	Transform
7.4.1	 Basis	of	Wavelet	Transform
Let	 	be	the	quadratic	integrable	function,	 	is	the	Fourier

transform	of	 	and	it	satisfies	the	condition:

(7.9)
Then,

(7.10)

is	called	as	continuous	wavelet	transform	(CWT)	of	 ,	where	 	is

called	the	wavelet	function	or	wavelet	generating	function,	 	is	called	the	scale

factor	and	 	is	called	the	translation	factor.

In	practical	applications,	especially	the	implementation	on	computers,
continuous	wavelet	must	be	discretized.	This	discretization	here	is	for	the
continuous	scale	parameter	 	and	the	continuous	translation	parameter	 ,	but

not	the	time	variable	 .	If	 	is	the	wavelet	generating	function,	the	discrete



wavelet	generating	function	is:

(7.11)
If	 	is	any	quadratic	integrable	function	and	satisfies	the	condition:

(7.12)
Then	 	is	called	a	wavelet	framework,	where

(7.13)
is	called	the	discrete	wavelet	transform	of	 .	If	the	wavelet	bases	above	is

orthogonal	at	the	same	time,	also	known	as	an	orthogonal	wavelet	transform.	If	
,	the	wavelet	transform	described	above	is	dyadic	wavelet

transform.

7.4.2	 Discrete	Dyadic	Wavelet	Transform	of	Image	and	Its	Mallat
Algorithm
Image	fusion	is	to	combine	two	or	more	images	of	the	same	object	into	an
image,	making	it	easier	for	people	to	understand	than	any	of	the	original	images.
If	an	image	is	decomposed	by	L-layer	wavelet,	a	 	layer	sub-band	is

obtained,	which	includes	low	frequency	baseband	 	and	the	high-frequency

sub-band	 	and	 	of	the	 	layer.	With	 	on	behalf	of	the

original	image,	recorded	as	 .	Let	the	filter	coefficients	matrix	of	the	scale

coefficients	be	 	and	the	wavelet	coefficients	 	be	 	and	 ,	then	the

dyadic	wavelet	decomposition	algorithm	can	be	described	as



(7.14)
In	this	formula,	 	represents	the	number	of	decomposed	layers,	 	are

represented	as	the	horizontal,	vertical,	diagonal	components	respectively;	
and	 	are	conjugate	transpose	matrixes	of	 	and	 .	After	the	two-

dimensional	image	is	decomposed	by	wavelet,	low-frequency	sub-images	and
high-frequency	sub-images	of	horizontal,	vertical	and	diagonal	directions	can	be
obtained.	Low-frequency	sub-images	can	also	continue	to	further	decompose.
Therefore,	if	the	two-dimensional	image	is	decomposed	by	the	N-layer	wavelet,
and	ultimately	there	will	be	 	high-frequency	components	and	a	low-

frequency	component.	When	 ,	the	wavelet	decomposition	of	the	image	is

shown	in	Fig.	7.12.

Fig.	7.12 	Wavelet	decomposition	of	the	image

The	algorithm	of	wavelet	reconstruction	is:

(7.15)

Mallat	proposed	a	fast	decomposition	and	reconstruction	algorithm	for
wavelet	transform,	which	uses	two	one-bit	filters	to	realize	the	fast	wavelet
decomposition	of	two-dimensional	images,	and	then	reconstructs	the	image	by
using	two	one-bit	reconstruction	filters.	Let	 	(low-pass)	and	 	(high-pass)	be



the	two	one-bit	mirror	filtering	operators,	 	and	 	correspond	to	the	rows	and

columns	of	the	image	respectively.	According	to	Mallat	algorithm,	there	is	the
following	decomposition	formula	under	the	scale	j:

(7.16)
In	the	formula, 	correspond	to	low-frequency

components,	high-frequency	components	in	the	vertical	direction,	high-
frequency	components	in	the	horizontal	direction,	high-frequency	components	in
the	diagonal	direction	of	image	 	respectively.	The	corresponding	Mallat

reconstruction	algorithm	of	two-dimensional	image	is:

(7.17)
where	 	are	the	conjugate	transposed	matrices	of	 	respectively.	The

low	frequency	part	reflects	the	approximate	and	average	characteristics	of	the
original	image,	and	the	three	high	frequency	components	are	the	detail	parts	of
the	image,	reflecting	the	edge	information	of	the	image.

7.4.3	 Steps	of	Implementation
The	general	structure	of	image	fusion	technique	based	on	wavelet	transform	is
shown	in	Fig.	7.13.	Firstly,	the	original	fused	image	is	filtered	by	the	low	and
high	frequency	filtering,	and	the	original	image	is	decomposed	into	4	sub	images
with	different	frequency	components.	The	above	process	is	repeated	according
to	the	need	of	the	low	frequency	sub-images,	that	is,	wavelet	tower
decomposition	of	each	image	is	established.	And	then	the	fusion	layer	is	merged,
and	according	to	different	requirement,	the	different	frequencies	of	layers	using
different	fusion	operators	for	fusion	processing.	The	fusion	wavelet	pyramid	is
finally	obtained,	and	the	wavelet	transform	is	applied	to	the	reconstructed
wavelet	pyramid,	that	is,	image	reconstructed,	the	resulting	reconstructed	image
is	a	fused	image.	This	can	combine	the	details	from	different	images	effectively



together	to	meet	the	actual	requirements,	which	is	conducive	to	human	visual
effects.

Fig.	7.13 	General	structure	block	diagram	of	image	fusion	based	on	discrete	dyadic	wavelet	transform

The	specific	steps	are	as	follows:

(1)
Preprocessing	of	image

Image	filtering:	due	to	the	fusion	of	distorted	image	will	inevitably	lead
to	image	noise	into	the	fusion	effect,	the	original	image	must	be
preprocessed	to	eliminate	noise	before	fusion.
Image	registration:	As	the	information	provided	by	multiple	imaging
modes	or	multi-focal	sources	is	often	complementary,	in	order	to
synthesize	multiple	imaging	modes	or	multi-focal	sources	to	provide
more	comprehensive	information,	it	is	often	necessary	to	fuse	the
effective	information	so	that	multiple	images	can	be	completely	matched
to	the	geometric	positions	in	the	spatial	domain.

	

(2)
The	wavelet	transform	of	each	original	image	is	carried	out,	and	the
wavelet	tower	decomposition	of	each	image	is	established	to	obtain	the	low
and	high	frequency	components	of	the	image.

	

(3)



According	to	the	characteristics	of	low	frequency	and	high	frequency
components,	each	decomposition	layer	is	fused	according	to	their
respective	fusion	algorithms.	Different	frequency	components	of	each
decomposition	layer	can	be	fused	by	different	fusion	operators,	and	finally
the	fused	wavelet	pyramid	is	obtained.

	

(4)
The	wavelet	transform	of	the	wavelet	pyramid	after	fusion	is	reconstructed,
that	is	to	say,	the	reconstructed	image	is	the	fused	image.

	
The	image	fusion	code	based	on	wavelet	transform	is	realized	as	shown	in

Programme	7.1
PROGRAMME	7.1:	The	image	fusion	code	based	on	wavelet	transform





Figure	7.14,	taking	two	multi-focus	[11]	image	fusion	as	an	example,	results
of	the	image	fusion	with	being	subjected	to	wavelet	transform	are	given.	Figure
7.14a	is	the	right	focus	image,	the	right	half	is	clear,	the	left	half	is	blurred;
Figure	7.14b	is	the	left	focus	image,	the	left	half	is	clear	while	the	right	half	is
blurred.	Figure	7.14c	is	an	image	obtained	using	a	wavelet	method.	Figure	7.14d
is	a	clear	image,	which	is	obtained	by	artificial	method.	It	can	be	seen	from
Fig.	7.14	that	the	fused	images	are	larger	than	those	of	the	original	image	(7.14a,
b),	and	the	details	of	the	left	and	right	are	clear.



Fig.	7.14 	Results	of	multi-focus	fusion

7.5	 Region-Based	Image	Fusion



Regional	feature	refers	to	the	distribution	of	point	[12,	13]	or	local	feature	within
the	object	in	the	image,	it	also	refers	to	a	statistic	and	a	regional	geometric
feature	(area,	shape)	and	so	on.	The	traditional	pixel-level	method	of	image
fusion	separates	the	connection	between	pixels.	Due	to	the	region	can	represents
the	target	information,	the	region-based	fusion	is	more	practical	than	the	pixel-
based	fusion.	According	to	the	study	in	recent	years,	the	method	of	extracting
the	region	of	object	and	performing	the	image	fusion	on	the	basic	of	the	regional
characteristics	can	achieve	more	reasonable	fusion	effect	compared	with	the
pixel-level	fusion	without	regional	division.	The	regional	fusion	takes	the
correlation	between	adjacent	pixels	into	account	and	highlights	the
characteristics	of	region,	it	also	reduces	the	noise	sensitivity.

7.5.1	 Basic	Framework	of	Regional	Integration
In	the	process	of	fusion,	the	image	fusion	based	on	the	region	take	appropriate
method	for	the	two	images	exactly	matched	with	each	other	to	obtain	regional
representation	of	the	image	according	to	the	characteristics	of	the	original	image,
and	then	take	the	results	of	the	two	images’	regional	representation	to	perform
the	joint	area	representation	and	determines	the	target	and	background	region	of
the	image	on	basic	of	the	joint	area.	At	last,	different	fusion	methods	are	used	to
fuse	the	target	and	background	respectively,	then	the	result	of	image	fusion	is
available.	Figure	7.15	shows	the	basic	fusion	framework	based	on	the	region
representation.

Fig.	7.15 	Framework	of	image	fusion	based	on	region	representation

The	key	of	the	fusion	scheme	is	that	the	representation	of	respective	regions
of	the	original	image,	the	representation	of	the	image	union	region,	and	the	rules
of	image	fusion.	There	are	many	ways	to	carry	out	the	representation	of	original
image	effectively.	Among	them,	the	method	of	regional	segmentation,	the
methods	of	analyzing	the	characteristic	statistic	in	the	region	(such	as	gray
statistic,	maximum),	the	methods	of	regional	energy,	the	method	of	combining



statistic,	maximum),	the	methods	of	regional	energy,	the	method	of	combining
region	and	transforming	are	common.

7.5.2	 The	Strategy	of	Regional	Joint	Representation
After	the	regional	representation	of	the	original	image	is	obtained,	it	is	necessary
to	perform	the	joint	area	representation.	In	general,	the	information	contained	in
the	captured	image	is	different	because	of	the	different	principles	of	the
components	of	the	images.	Therefore,	the	region	composition	of	the	original
image	will	certainly	vary	widely,	which	requires	a	certain	algorithm	to	combine
the	regional	composition	so	that	it	can	fully	include	the	information	contained	in
the	original	image,	and	this	joint	can	be	called	‘joint	area	representation’.
Figure	7.16	shows	a	schematic	representation	of	joint	area.

Fig.	7.16 	Schematic	the	joint	area	representation

The	regional	representation	of	the	original	image	is	respectively	 ,	and

the	joint	area	is	expressed	as	 ,	then	the	joint	rules	are	as	follows:

(1)
If	 	and	 	do	not	intersect,	two	regions	are	formed	in

the	representation	of	joint	area,	that	is	 ;

	

(2)
If	 	and	 	partly	intersect,	three	regions	are	formed	in

the	representation	of	joint	area,	that	is	
;

	

(3)



If	there	is	an	area	that	is	completely	include,	such	as	
,	then	two	regions	are	formed	in	the	representation	of

joint	area,	that	is	 .

	

7.5.3	 The	Rules	of	Fusion
After	defining	the	joint	area	representation,	according	to	certain	rules,	each
original	image	needs	to	be	distinguished	between	the	target	region	and	the
background	region,	that	is,	the	rules	of	fusion	based	on	the	region	feature.
Currently	more	common	ways	are	as	follows:	(1)	gradient-based	method;	(2)
regional	variance	based	method;	(3)	regional	energy	based	method.

Gradient	reflects	the	details	of	the	edge	of	image,	the	greater	of	the	gradient
value,	the	more	obvious	the	feature	and	the	greater	the	degree	of	change	in
image	information,	so	that	the	use	of	gradient	for	image	fusion	can	effectively
reduce	the	fuzzy	region	information	on	the	impact	of	fusion	effects.	However,
the	gradient	algorithm	only	takes	the	degree	of	change	of	the	coefficient	into
account,	and	it	cannot	get	a	good	response	to	the	richness	of	image	information,
and	it	is	easy	to	cause	the	lack	of	useful	information	of	the	high-frequency	part
of	images.

Energy	can	reflect	the	richness	of	the	image	information	well,	but	it	cannot
reflect	the	degree	of	change	of	the	image	information.	Therefore,	the	information
of	the	fuzzy	region	is	introduced	to	a	certain	extent,	then	the	effect	of	fusion	is
disturbed	and	ability	of	representation	of	the	image	is	weakened.

Variance	describes	the	degree	of	variation	and	the	dispersion	of	the	pixels	in
the	region.	The	larger	the	variance	value,	the	more	dramatic	the	pixel	changes	in
the	region	and	the	more	scattered	the	gray	scale.

7.5.4	 Wavelet	Fusion	of	Regional	Variance
Firstly,	the	original	image	is	decomposed	by	discrete	wavelet	frame,	and
different	rules	of	image	fusion	are	used	to	fuse	the	low	and	high	frequency
images.	The	low	frequency	sub	band	is	generally	fused	by	the	weighted	average
operator,	and	the	fusion	rule	of	high	frequency	sub	band	coefficient	take	a	local
widow	as	the	object	of	study	to	calculate	the	statistical	characteristics	in	the	local
area.	Because	there	is	an	intense	correlation	among	the	pixels	of	the	image,	it	is
more	likely	to	reflect	the	characteristics	and	trends	of	the	image	in	a	region	than
in	a	signal	pixel.	In	a	local	window,	the	statistical	features	are	more	obvious,
indicating	that	the	greater	the	gray	scale	changes,	the	richer	the	details	contain.
There	are	many	statistical	feature	of	a	local	window,	such	as	variance,	gradient,



There	are	many	statistical	feature	of	a	local	window,	such	as	variance,	gradient,
energy	and	so	on.	Therefore,	fusion	rules	based	on	local	window	have	different
forms	according	to	the	use	of	the	different	statistical	features.

The	process	of	fusion	is	as	follows:

(1)
The	original	image	is	transformed	into	high	and	low	frequency	sub-image
by	wavelet	transform.

	
(2)

The	energy	of	the	image	is	dispersed	on	the	low	and	high	frequency
component.	For	low	frequency	components,	the	averaging	method	is	used
to	obtain	the	low	frequency	components	required	for	reconstruction.	For
high	frequency	components,	a	 	sliding	window	is	used	to	find	its

variance,	and	the	high	frequency	coefficient	with	large	variance	is	chosen
as	the	high	frequency	component	needed	for	reconstruction.

	

(3)
Finally,	the	new	image	is	reconstructed	by	the	new	coefficient	by	inverse
transformation	of	discrete	wavelet	framework	to	obtain	the	fused	image.

	
Figure	7.17	shows	the	results	of	multi-focus	image	fusion	based	on	regional

variance	wavelet	fusion	and	several	other	fusion	methods.	From	the	comparison
of	fusion	results	of	the	different	methods	given	in	Fig.	7.17,	it	is	can	be	found
that	the	simplest	image	fusion	strategy	with	the	highest	absolute	value	of	pixel
grayscale	value	makes	the	whole	image	not	very	clear,	and	the	effect	of	the
image	fusion	strategy	is	not	very	good	that	taking	a	large	absolute	value	of	low
or	high	frequency	in	the	low-frequency	part	of	the	image	fusion.	Due	to	the	low
frequency	coefficients	represent	the	overall	contour	of	the	image,	the	majority	of
the	information	of	the	original	image	is	concentrated,	which	reflects	the	original
image’s	profile	at	that	resolution	and	the	high	frequency	information	reflects	the
brightness	mutation	characteristic	of	the	original	image,	that	is,	the	edge	of	the
original	image,	regional	boundary	characteristics,	the	result	of	the	fusion	of	high
frequency	coefficient	affects	the	details	of	the	image	information,	that	is	the	key
to	fusion,	the	simple	maximum	value	cannot	retain	most	of	the	image
information	before	the	fusion;	the	method	of	regional	variance	is	used	to	make	a
plurality	of	pixels	constituting	a	local	area	participate	as	a	whole	in	the	fusion
process,	this	integrated	visual	effect	of	the	fusion	image	is	better,	and	the	fusion
trace	can	be	effectively	suppressed,	and	the	resulting	fusion	image	is	clearer	than
the	other	methods.



Fig.	7.17 	Several	different	methods	a	original	image	1;	b	original	image	2;	c	take	the	largest	regional
variance;	d	take	the	largest	absolute	value;	e	take	the	larger	absolute	value	of	fusion	strategy	of	low	and
high	frequency;	f	average	value	of	low	frequency	and	largest	value	of	high	frequency

The	wavelet	fusion	code	based	on	the	regional	variance	as	shown	in
Programme	7.2.

PROGRAMME	7.2:	The	wavelet	fusion	based	on	the	regional	variance







7.6	 Image	Fusion	Using	Fuzzy	Dempster-Shafer
Evidence	Theory
The	process	of	image	fusion	using	fuzzy	Dempster-Shafer	evidence	theory	is
shown	as	Fig.	7.18.	First,	fuzzy	C-Means	clustering	is	operated	on	two	source
images	to	get	the	fuzzy	membership	degree	of	each	point	in	each	image.	Second,
the	simple	hypothesis	and	compound	hypothesis	are	determined	according	to	the
fuzzy	category.	Third,	the	single	and	compound	basic	probability	assignment
mass	function	values	of	each	pixel	in	the	two	images	are	determined	by	the



heuristic	least	squares	algorithm.	Finally,	the	basic	probability	assignment	of	two
images	is	fused	with	the	Dempster	criterion	in	D-S	evidential	theory	and	the
final	fusion	result	is	obtained	by	decision.



Fig.	7.18 	Flow	chart	of	algorithm



Choosing	two	images	that	having	the	same	object	to	do	the	fusion,	shown	as
Fig.	7.19,	it	can	fuse	the	information	of	two	images	and	obtain	a	better	image
with	more	information.

Fig.	7.19 	Fuzzy	evidence	fusion	example

The	MATLAB	code	of	image	fusion	which	use	Fuzzy	Dempster-Shafer
evidence	theory	is	shown	as	Programme	7.3.

PROGRAMME	7.3:	Image	fusion	using	Fuzzy	Dempster-Shafer
evidence	theory





7.7	 Image	Quality	and	Fusion	Evaluations



Although	the	image	fusion	method	is	numerous,	the	technology	is	also	endless,
the	purpose	is	nothing	more	than	to	improve	the	picture	quality	or	increase	the
content	of	the	image	information,	which	is	the	effect	of	the	evaluation	of	the
fundamental	starting	point.	For	different	levels	of	fusion,	the	evaluation	of	the
effect	of	indicators	is	not	the	same.	In	terms	of	the	underlying	fusion,	generally
the	visual	effects	can	be	compared	and	analyzed,	and	the	higher	the	level,	the
greater	the	degree	of	demand	satisfaction.	In	theory,	the	fusion	of	image	should
be	to	preserve	the	effective	information	in	two	or	more	images	and	to	synthesize
them	into	an	image.	Therefore,	the	evaluation	of	the	fusion	effect	should	include
two	aspects:	the	improvement	level	and	the	continuation	level	[14–16].

For	image	observers,	the	meaning	of	the	image	mainly	includes	two	aspects:
one	is	the	fidelity	of	the	image,	the	other	is	the	image	of	the	comprehensibility.
The	existing	methods	of	image	fusion	performance	evaluation	can	be	divided
into:	objective	and	subjective	evaluation	of	fusion	quality.	The	former	by	virtue
of	observation,	which	depends	largely	on	the	observer’s	subjective
consciousness,	with	as	well	as	the	difference	and	variation,	will	change	with	the
application	area,	where	the	situation,	personal	preferences	and	other	changes,	the
latter	is	a	quantitative	calculation,	through	the	value	to	judge,	in	general,	it	has	a
certain	relevance	to	subjective	evaluation.

7.7.1	 Subjective	Evaluation	of	Image	Fusion
In	the	evaluation	of	image	fusion	effect,	subjective	evaluation	mainly	from	the
following	aspects:

(1)
Registration	accuracy	evaluation.	If	the	degree	of	registration
deviation	is	small,	ghosting	will	occur,	if	the	deviation	is	large,	there
will	be	serious	dislocation.

	

(2)
Color	distribution	evaluation.	If	the	color	distribution	is	reasonable,
the	naked	eye	will	feel	comfortable;	if	the	distribution	is	unreasonable,
the	whole	image	color	distribution	is	uneven,	visual	impact	will
increase.

	

(3)
Sharpness	evaluation.	If	the	sharpness	is	close	to	or	improved	with	the
original	image,	the	fused	image	is	clear;	if	the	sharpness	is	reduced,
the	fused	image	will	appear	to	a	certain	extent	blurred.

	

(4)
Brightness	and	contrast	evaluation.	If	this	two	are	inappropriate,	the
fused	image	will	have	patches	or	fog	and	other	noise-like	parts.

	



fused	image	will	have	patches	or	fog	and	other	noise-like	parts.
(5)

Texture	information	evaluation.	If	the	texture	information	is	sufficient,
the	fused	image	will	look	plumper,	if	there	a	loss	in	the	fusion
process,	it	will	become	dull	and	lack	of	hierarchy.

	

In	term	of	this	aspect	of	evaluation,	there	are	common	international	5-point
evaluation	criteria,	see	Sect.	5.2.

7.7.2	 Objective	Evaluation	of	Image	Fusion
For	the	subjective	evaluation,	the	human	eye	can	only	see	the	obvious	changes,
the	small	differences	are	not	sensitive,	and	subjective	judgments	will	be	affected
by	many	factors	and	always	vary.	Therefore,	a	quantitative	evaluation	method
with	a	uniform	standard	is	indispensable.	Now	according	to	the	evaluation
principle,	the	objective	evaluation	method	can	be	divided	into	statistical
characteristics	evaluation,	information	content	evaluation,	sharpness	evaluation,
signal	to	noise	ratio	(SNR)	evaluation	and	spectral	information	evaluation.	The
following	is	a	brief	introduction	to	the	main	method.	In	the	following	evaluation
indicators,	the	original	image	is	 ,	the	fused	image	is	 ,the	ideal

image	is	 	and	the	size	of	image	is	 .

1. Evaluation	based	on	statistical	characteristics
There	is	no	ideal	standard	reference	image,	so	the	fusion	effect	of	image

is	objectively	evaluated	based	on	the	statistical	characteristics	of	the	fusion
image	and	the	performance	index	which	reflects	the	relationship	between	the
fusion	image	and	original	image.

(1) Average	Value	(AV)	of	image
The	size	of	the	mean	represents	the	average	size	of	the	image	pixel

values,	which	is	an	evaluation	index	that	belongs	to	the	statistical
characteristics.	The	brightness	that	human	eye	can	be	perceived	in
grayscale	images	in	the	form	of	grayscale,	so	the	average	value	of	the
gray	scale	has	a	greater	effect	on	the	visual	effect	of	the	image.	If	the
average	value	of	the	image	is	appropriate,	the	result	of	fusion	is	better.
The	average	value	of	the	image	is	defined	as:

(7.18)



	
(2) Standard	Deviation

The	centrality	or	discretization	of	the	image	gray	value	relative	to	the
gray	scale	is	generally	reflected	by	the	standard	deviation	which	reflecting
the	distribution	of	the	pixel	values	and	showing	the	contrast	of	the	image.	If
the	standard	deviation	of	the	fusion	image	is	small,	the	contrast	is	small,	that
is,	the	amount	of	information	contained	therein	is	smaller.	The	larger	the
standard	deviation,	the	more	grayscale	distribution,	the	better	the	visual
effect.	The	standard	deviation	is	obtained	indirectly	by	the	average	value,
and	the	standard	deviation	of	the	image	is	defined	as:

(7.19)

	
(3) Root	mean	square	error

The	root	mean	square	error	can	be	used	to	detect	the	degree	of	deviation
between	the	image	to	be	detected	and	the	ideal	image,	which	can	be
evaluated	using	the	known	ideal	image.	The	smaller	the	deviation	between
the	fusion	result	and	ideal	image,	the	better	the	fusion	effect.	It	is	defined	as:

(7.20)

	
	
2. Objective	evaluation	based	on	information	content

(1) Information	entropy
Information	entropy	is	an	important	indicator	of	the	degree	of

abundance	of	image	information.	It	is	reflected	degree	of	deviation	in
the	image	range	from	the	peak	area	of	the	gray	histogram.	The	larger	the
entropy	of	the	fused	image,	the	more	the	information	volume	of	the



entropy	of	the	fused	image,	the	more	the	information	volume	of	the
fused	image	increases,	the	richer	the	image	is,	the	better	effect	of	the
image	fusion.	it	is	defined	as:

(7.21)
where	L	represents	the	total	gray	level	of	the	fused	image	F,	

represents	the	ratio	of	the	number	of	pixels	 	of	the	gray	scale	value	

to	the	total	number	N	of	images,	that	is	 ,	which	reflects	the

probability	distribution	of	the	pixel	with	the	gray	value	of	 	in	the	image

can	be	regarded	as	the	normalized	histogram	of	the	image.

	
(2) Joint	entropy

Joint	entropy	is	also	a	parameter	that	reflects	the	amount	of	information
contained	in	the	image.	On	this	basis,	it	reflects	the	correlation	between	the
original	image	and	the	fusion	result,	and	quantitatively	measures	the
correlation	between	them.	Similarly,	the	greater	the	joint	entropy	of	the
fusion	result,	the	larger	the	amount	of	information	carried,	and	the	better
effect.	It	is	defined	as:

(7.22)

	
	
3. Objective	evaluation	based	on	the	sharpness

(1) Average	gradient
The	average	gradient	is	also	called	sharpness,	which	reflects	the	small

detail	contrast	and	texture	change	in	the	image,	and	also	reflects	the
sharpness	of	the	image,	which	can	be	used	as	an	index	to	judge	the



sharpness	of	the	image,	which	can	be	used	as	an	index	to	judge	the
sharpness	of	the	fusion	result.	It	is	defined	as:

(7.23)
where	 	and	 	are	the	difference	in	 	and	 	direction,

respectively.	In	general,	the	larger	the	average	gradient	of	the	image,	the
greater	the	clarity	of	the	image,	the	better	the	fusion	effect.

	
	
4. Objective	evaluation	based	on	spectral	information

(1) Correlation	Coefficient
The	correlation	coefficient	reflects	the	correlation	degree	of	the	two

spectral	features	of	the	image.	Generally	speaking,	the	closer	the
correlation	coefficient	of	the	image	is	to	1,	the	better	the	proximity	of
the	image	is,	the	more	information	is	obtained	from	the	original	image,
the	less	information,	the	better	the	fusion	effect.	It	is	defined	as:

(7.24)
where	 	are	the	average	of	the	original	image	 	and	the

fused	image	 	respectively.

	
(2)

Structure	Similarity
The	structural	similarity	is	calculated	as	(7.25).

	



(7.25)

where	 	is

brightness	comparison,	contrast	comparison	and	structural	comparison,
respectively;	 	represent	the	average,	variance	and

covariance	of	the	original	image	and	the	fusion	image,	respectively.

	
5. Objectively	evaluation	based	on	signal	to	noise	ratio	(SNR)

(1) Signal	to	noise	ratio	(SNR)
In	the	process	of	image	fusion,	the	noise	from	the	sensor	that

acquires	the	image	is	also	a	key	factor	to	consider.	Therefore,	the	signal
to	noise	ratio	has	been	applied,	the	greater	the	value	and	the	better
fusion	effect.	It	is	defined	as:

(7.26)

	
(2) Difference	Index	(DI)

The	average	of	the	ratio	of	the	absolute	value	of	the	difference	between
the	fusion	image	and	the	original	image	and	the	original	image	value	is
called	difference	index.	In	general,	the	smaller	the	difference	index,	the
smaller	the	degree	of	fusion	image	deviation	from	the	original,	the	more	the
original	grayscale	information	remains.	It	is	defined	as:

(7.27)



	
	
Ideally	 .

(1)
Peak	Signal	to	Noise	Ratio	(PSNR)	
PSNR	is	achieved	by	assuming	that	the	difference	between	the	fused	and

original	image	is	caused	by	noise,	and	the	original	image	is	treated	as	useful
information	to	evaluate	quality	of	the	fused	image.	The	larger	its	value,	the
closer	relation	between	fusion	image	and	the	original	image.	It	is	defined	as:

(7.28)

(2)
Degree	of	Distortion	(DD)	
DD	reflects	the	degree	of	distortion	of	the	fused	image	relative	to	the	original

image,	the	smaller	the	value,	the	better	the	effect	of	fusing	the	image.	It	is
defined	as:

(7.29)
In	addition	to	the	above	several	indicators	of	image	quality	evaluation,	there

are	some	other	evaluation	indicators,	such	as	general	indictors	of	image	quality
evaluation,	indictors	of	weighted	fusion	evaluation.	Although	the	above	list	of
indicators	in	most	cases	can	accurately	evaluate	the	quality	of	the	image,	but	the
exception	of	events	has	also	occurred,	that	is	why	subjective	evaluation	is	the
main	evaluation	and	objective	evaluation	is	auxiliary	in	the	practical	application.
Therefore,	it	is	one	of	the	hot	issues	in	the	study	to	process	a	general	objective
evaluation	index	which	can	accurately	reflect	the	quality	of	the	image.
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Abstract
In	this	chapter	we	firstly	introduce	the	application	background	and	basic	process
of	image	stitching,	then	depict	several	image	stitching	methods	based	on	region,
image	stitching	methods	based	on	feature	points,	and	panoramic	video	image
stitching	techniques.

8.1	 Introduction
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In	practice,	it	often	needs	the	wide-view	and	high-resolution	panoramic	images,
but	the	size	of	the	image	depends	on	the	performance	of	the	camera	due	to	the
limitation	of	the	imaging	device.	Therefore,	an	approach	which	utilizes	the
computer	software	to	stitch	images	was	then	raised	for	making	panoramas.
Image	stitching	refers	to	put	several	images	with	overlapping	parts	together	into
a	large,	seamless	and	high-resolution	image.	Figure	8.1	shows	the	sketch	map	of
image	stitching.

Generally,	image	stitching	mainly	includes	the	following	five	steps:

(1) Image	preprocessing.	It	contains	basic	operations	of	digital
image	processing	(such	as	denoising,	edge	extraction	and	histogram
processing),	establishment	of	image	matching	templates,	image
transforms	(FT,	WT,	etc.)	and	other	operations.

	
(2)

Image	registration.	It	adopts	some	kinds	of	matching	algorithms	to	find	the
corresponding	positions	of	the	templates	or	feature	points	in	stitching
images	so	as	to	determine	the	transformation	relation	between	two	images.

	

(3)
Build	the	transform	model.	A	mathematical	transform	model	can	be	built
between	two	images	by	calculating	parameters	of	the	model	based	on	the
correspondences	of	image	templates	or	features.

	

(4)
Unified	coordinate	transformation.	In	accordance	with	the	mathematical
transform	model	built	in	step	3,	the	image	to	be	stitched	will	be	transferred
into	the	coordinate	system	of	the	reference	image	in	order	to	accomplish
the	unified	coordinate	transformation.

	

(5)
Image	fusion	and	reconstruction.	Merging	the	overlapping	portions	of	the
images	to	be	stitched	to	a	smooth	and	seamless	reconstructed	panorama.

	



Fig.	8.1 	Sketch	map	of	image	stitching

Figure	8.2	shows	the	basic	flowchart	of	image	stitching.

Fig.	8.2 	Flowchart	of	image	stitching

Image	registration	is	the	key	to	image	stitching	algorithms.	According	to
different	image	registration	methods,	the	image	stitching	algorithms	can	be
classified	into	two	categories:	image	stitching	based	on	region	and	image
stitching	based	on	feature	points.

8.2	 Image	Stitching	Based	on	Region
Image	stitching	based	on	region	starts	from	comparing	the	grayscale	values	of	an
area	in	image	to	be	stitched	with	the	area	in	referenced	image	which	have	the
same	size	by	the	least	squares	methods	and	other	mathematical	methods.	From
the	comparisons	we	can	measure	the	similarity	between	the	overlapping	areas	in
images	to	be	stitched,	and	get	the	range	and	position	of	the	overlapping	area	in
the	image	to	be	stitched	to	accomplish	the	image	stitching	task.	We	can	also
transform	the	images	from	spatial	domain	into	frequency	domain	with	FFT	and
operate	the	image	registration	later.	To	the	images	with	large	displacement,	we
can	correct	the	rotation	of	the	image	and	then	establish	the	mapping	between	two
images.	When	take	the	difference	between	the	grayscale	values	of	pixels	in	two
regions	as	criterion,	the	simplest	approach	is	directly	adding	up	the	differences
pixel	by	pixel.	Another	way	is	to	calculate	the	correlation	coefficient	between
the	pixel	grayscale	values	of	the	two	areas.	The	larger	the	correlation	coefficient
is,	the	higher	the	matching	degree	of	the	two	images	will	be,	and	this	way	shows
better	performances	as	well	as	a	higher	success	rate.	Nowadays,	the	commonly
used	image	stitching	algorithms	based	on	region	include	Ratio	Matching,	Block-
based	Matching,	Line	Matching	and	Grid	Matching.

8.2.1	 Image	Stitching	Based	on	Ratio	Matching
Image	stitching	based	on	ratio	matching	first	selects	the	ration	of	two	columns	of
pixels	with	a	certain	distance	between	the	overlapped	parts	of	the	image	as	a
template	[1].	Then	search	the	best	match	for	the	overlapped	region	in	second



image	and	find	the	two	columns	corresponding	to	the	template	taken	from	the
first	image	to	complete	the	image	stitching.	Figure	8.3	is	a	sketch	map	of	the
algorithm.	Picture	1	stands	for	an	 	image	in	pixels	and	Picture	2	is	a	

	one.	 	and	 	may	be	equal	or	not.	Picture	1	is	on	the	left	of

Picture	2.	Another	situation	that	images	are	vertical	overlapped	will	not	be
discussed	in	this	chapter	since	we	can	handle	it	in	a	similar	way.

Fig.	8.3 	Sketch	map	of	template	choosing

Following	are	the	steps	of	this	algorithm:

(1) Select	two	columns	of	pixels	with	the	interval	span	from
overlapped	area	of	Picture1,	calculate	the	corresponding	pixel	ratio
as	template	a.

	
(8.1)

(2) In	Picture	2,	each	two	columns	with	the	interval	of	span	are	selected	in	turn
from	the	first	column,	the	ratio	of	its	corresponding	pixels	is	calculated	as
template	b.

	



(8.2)

(3) Calculate	the	differences	between	template	a	and	b	as	template	c.

	
(8.3)

(4) c	is	a	two-dimensional	array.	Add	each	column	vector	up	into	another	array
called	sum:	 .	The	value	of	 	reflects	the

difference	of	selected	columns	in	two	images.	The	column	coordinates	of	
’s	minimum	value	 	are	the	best	match.

	
PROGRAMME	8.1	is	the	code	of	image	stitching	based	on	ratio	matching.
PROGRAMME	8.1:	Image	stitching	based	on	ratio	matching





In	order	to	confirm	the	effectiveness	of	image	stitching	based	on	ratio
matching,	simulation	experiments	are	carried	out	for	two	images	with
overlapped	regions.	Figure	8.4	shows	the	result.

Fig.	8.4 	Input	and	output	of	experiment



8.2.2	 Image	Stitching	Based	on	Line	and	Plane	Feature
Image	stitching	based	on	line	and	plane	feature	mainly	includes:	image
preprocessing,	feature	block	searching,	image	stitching	and	image	fusion.
Figure	8.5	shows	the	flowchart.

Fig.	8.5 	The	flowchart	of	image	stitching	using	line	and	surface	feature

(1) Image	preprocessing.	Because	of	the	different	illumination,	it	is	easy	to
make	stitching	errors	if	the	raw	images	obtained	directly	from	the	camera
are	stitched.	Histogram	equalization	is	an	effective	way	to	alleviate	the



are	stitched.	Histogram	equalization	is	an	effective	way	to	alleviate	the
effects	of	illumination.	After	applying	histogram	equalization	to	the	two
images	to	be	stitched,	the	grayscale	histograms	of	two	images	are	spread
into	all	gray	level	ranges	and	the	difference	of	illumination	in	adjacent
images	is	reduced	efficiently,	which	will	make	the	image	stitching	easy	to
realize.

	
(2)

Feature	area	searching.	We	take	

as	the	referenced	image	and	 	as

the	image	to	be	stitched.	The	size	of
	is	 	and	Picture	2	is	

.	This	algorithm	will

select	3	tiny	feature	templates	in	
	for	matching.	First	of	all,	limit

the	area	used	to	select	the	template
is	from	line	1	to	line	 	and

column	 	to	column	 	in	 .

We	will	first	select	a	 	small

template	named	 	in	this	area.

Then,	according	to	the	image
features,	we	select	the	other	two	

	templates	named	 	and	

	respectively	in	the	area.	As

shown	in	Fig.	8.6,	a	feature
template	group	consisting	of	3	tiny
templates	is	made	up.	(Note:	We
suppose	that	 	and	 	are	at	a

same	level	in	horizonal	direction
and	so	as	 	and	 	are	in

where	 	stands	for	the	grey	value

of	corresponding	pixels	in	 	and	so	as	

	for	 .

The	experimental	results	indicate
that	when	the	difference	of	the	light
intensity	in	images	is	small,	setting	the
standard	value	of	the	difference	function
to	30	is	an	appropriate	value	if	the
selected	feature	template	is	 .

When	the	selected	standard	value	is
greater	than	30,	the	number	of	templates
to	meet	the	conditions	is	increasing
rapidly,	which	will	lead	to	a	longer	time
spent	in	computation.	If	the	chosen
standard	value	is	less	than	30,	it	is
difficult	to	find	the	templates	meeting
the	criteria	when	there	is	high
interference	between	two	images	and
cause	the	failure	of	the	algorithm.

When	the	difference	calculated	by
the	Eq.	8.6	is	greater	than	the	standard
value	30,	the	difference	between	the	two
templates	is	considered	to	be	very	small
and	it	is	almost	impossible	to	be	a
matched	area.	Hence,	we	should	discard
the	template	and	go	on	with	next
calculation.	When	the	difference	is	less



vertical,	and	the	distance	from	Hl	is
Ll	and	L2,	respectively.)

Fig.	8.6 	Extracting	the	group	of	feature
template

We	adopt	the	method	which
calculates	the	variance	values	of
pixels	in	templates	when	selecting
the	feature	template.	We	select	the
template	with	maximum	sum	of
variance	as	the	standard	template
because	the	detail	features	in
images	are	determined	by	edge
features	or	inflection	points	of	the
grayscale	value.	Where	the
maximum	sum	of	variance	is	equals
to	the	position	of	edges	or	inflection
points	that	fluctuate	the	most	in	the
curves	of	gray	levels.	We	can
measure	how	many	detail	features
there	are	in	a	template	with	the	sum
of	pixel	variance	values.	The	more
details	and	texture	information	

contains,	the	easier	to	find	similar

than	30,	it	is	considered	that	the
template	is	very	likely	to	be	a	matched
template.	However,	the	 	template

is	too	small	to	locate	accurately.	So
according	to	the	recorded	distance
information	between	the	templates	

	and	 	in	a	template	group,

we	can	find	the	corresponding	two	
	templates	in	the	location	of	the

same	distance	information	around	the	
	interest	template	in	 .	Then

calculate	the	difference	between	the	
	templates	corresponding	to	the

feature	template	group.	The	function	for
the	sum	of	differences	is	defined	as
below.

(8.7)

Calculate	all	 	whose	difference	is

less	than	30	through	Eq.	8.7	and	save
every	result.	Besides,	saving	the
transverse	and	ordinate	values	of	the
most	left	upper	corner	pixel	points	of
the	template	Fl	at	the	same	time.
Finally,	using	Eq.	8.8	to	get	the
minimum	difference	sum,	the	transverse
and	ordinate	values	of	the	upper	left
corner	of	the	Fl	template	corresponding
to	the	minimum	difference	sum	are	the
coordinates	of	the	matching	points
obtained.

(8.8)



areas	in	 .	Here	are	the	equations

for	selecting	the	feature	template.

(8.4)

(8.5)

In	Eq.	(8.4),	 	represents

the	pixel	value	and	 	stands	for	the

average	gray	value	of	the	template.
When	we	set	M	as	3,	we	can	obtain
the	best	 	feature	template

through	Eqs.	8.4	and	8.5.	Repeat
the	calculation	twice	to	get	the
other	two	 	templates.	In	this

way,	3	feature	templates	with	best
details	are	extracted.	Record	the
distance	information	around	them
to	compose	the	feature	template
group.

After	extracting	appropriate
feature	template	groups,	searching
from	top	to	bottom	and	left	to	right
with	 	template	Fl	in	 ,	and

calculate	the	pixel	difference
between	 	and	 	one	by	one.

MSE	function	is	used	to	define	the
difference	function.	Here’s	the
definition:

(8.6)

This	algorithm	actually	obtains	the
best	matching	template	by	filtering
templates	twice.	First	measure	the
relevance	of	the	small	 	template

and	save	each	template	with	high
correlation.	Then	calculate	the	relevant
of	two	 	templates	that	correspond

to	saved	templates	and	collect	the	

template	with	highest	relevance.	This
means	to	filter	the	templates	obtained	in
the	first	step	again	for	the	best	matching
template	(Fig.	8.7).

Fig.	8.7 	Traversal	matching	of	the	feature	template



(8.6)

	
(3)

Image	stitching	and	image	fusion.	After	finding	the	matching	point,	simple
superposition	will	cause	obvious	borders	in	the	picture	which	is
undesirable.	A	smooth	transition	for	image	stitching	is	required	to
eliminate	such	undue	influences.	Gradated	in-and-out	algorithm	can	gain
seamless	images,	but	during	the	image	fusion	period,	the	overlapping	areas
of	two	images	are	superimposed	by	linear	weighting	and	this	certainly
makes	the	overlapping	areas	more	blurred	than	the	original	image.	Hence,
we	use	Gaussian	fusion	instead.	By	making	the	change	of	gradient	factor
from	0	to	1	follows	the	distribution	characteristic	of	Gauss	curve
approximately,	and	achieves	quick	transition	between	two	images.	The
overlapping	area	of	the	stitching	result	is	clearer	than	that	of	gradated	in-
and-out	approach.

	

Matlab	programme	of	the	algorithm	mentioned	above	is	shown	as	follows:
PROGRAMME	8.2:	Image	stitching	using	line	and	surface	feature









Figure	8.8	shows	the	result.



Fig.	8.8 	Result	of	stitching

8.2.3	 Image	Stitching	Based	on	FFT
Panorama	refers	to	the	formation	of	a	full	view,	high	resolution	360°	image
through	image	processing.	It	is	an	integrated	reproduction	of	the	view	which
observers	looking	around,	and	it	can	show	better	integral	information	of	the
surroundings.

Image	stitching	based	on	FFT	first	converts	the	image	to	the	frequency
domain	and	calculates	the	rotation	amounts	and	offsets	according	to	its	phase
cross	power	spectrum.	Then	reset	the	coordinate	of	the	image	and	apply	the
movement.	At	last,	the	images	are	stitched	together.	When	stitching	a	360°
panorama,	conversions	of	the	focal	length	and	projections	are	needed	before
calculating	with	phases.	Figure	8.9	presents	the	flowchart	of	image	stitching
based	on	FFT.



Fig.	8.9 	Flowchart	of	image	stitching	based	on	FFT

The	approach	applied	for	stitching	cylindrical	panoramic	image	can	be
divide	into	3	parts:

(1) Construct	a	function	with	the	phase	correlation	of	frequency
domain.	This	function	will	carry	out	the	2-D	Fourier	transformation
on	two	input	images	and	return	the	offset	values	between	two
adjacent	images.

	
(2)

Calculate	the	focal	length	values	of	a	set	of	360°	live-action	photos	and
apply	the	cylindrical	projection	to	the	image	sequence.

	
(3)

Call	the	function	in	part	1	one	by	one	to	stitch	the	images	after	the
projection,	and	the	lighting	is	processed	to	generate	the	cylindrical
panoramic	image.	is	generated.

	

Focal	length	f	is	a	significant	parameter	when	using	the	cylindrical	projection



formula	for	projection	transformation.	We	set	the	translations	between	every	two
adjacent	images	in	the	image	sequence	before	projection	as	

respectively,	where	 	represents	the	horizontal	translation	between	the	image	k

and	the	image	 .	The	initial	value	of	focal	length	named	 	can	be

calculated	through	Formula	8.9:

(8.9)
The	source	code	of	image	stitching	based	on	FFT	is	shown	as

PROGRAMME	8.3.
PROGRAMME	8.3:	Image	stitching	based	on	FFT



















Figure	8.10	is	the	result	of	image	stitching.

Fig.	8.10 	The	sketch	map	for	image	stitching

Image	stitching	based	on	FFT	demands	images	to	have	the	same	size	and
more	than	30%	overlapping	areas.	Moreover,	it	is	only	applicable	to	image



more	than	30%	overlapping	areas.	Moreover,	it	is	only	applicable	to	image
registration	with	translation,	rotation	and	scaling.	Non-linear	distortions	as
tangential	transformation	is	not	applicable.	This	algorithm	only	utilizes	the	phase
information	in	cross	power	spectrum	for	image	registration	hence	it	is	insensitive
to	the	changes	of	brightness	among	images.

8.3	 Images	Stitching	Based	on	Feature	Points
Instead	of	using	pixel	values	of	the	images,	image	stitching	[2]	based	on	feature
points	[3]	calculates	features	such	as	texture,	edges,	objects	and	etc.,	from	pixels,
and	then	uses	features	as	standards	and	search	matches	for	the	corresponding
feature	areas	of	overlapping	images.	This	kind	of	approaches	are	more	robust.
There	are	two	processes	for	image	stitching	based	on	feature	points:	feature
extraction	and	feature	registration.	First,	extract	points,	lines	and	regions	where
gray	scale	changes	obviously	to	form	a	feature	set.	Second,	try	to	choose	the
paired	features	using	feature	matching	algorithms	between	two	feature	sets.	A
series	of	image	segment	approaches	have	been	applied	to	feature	extraction	and
edge	detection,	such	as	canny	descriptor,	Laplace-gauss	descriptor	and	region
seeds	growing	(RSD).	The	extracted	spatial	features	include	closed	edges,	open
edges,	crossed	lines	and	other	features.	Feature	matching	algorithms	include
cross	correlation,	distance	transformation,	dynamic	programming,	structure
matching	and	chain	code	correlation	algorithms.

8.3.1	 SIFT	Feature	Points	Detection
The	process	of	image	stitching	based	on	SIFT	feature	points	include:	image
acquisition,	feature	extraction	and	matching,	image	registration	(calculating	H)
and	finally	image	stitching.
(1) Image	acquisition.	Image	acquisition	is	the	precondition	for	image	stitching.

Different	image	acquisition	methods	can	obtain	different	input	image
sequences	and	produce	different	image	stitching	effects.	Currently,	there	are
three	different	methods	to	obtain	image	sequences:	(1)	fix	the	camera	to	the
tripod	and	rotate	it	to	get	the	image	data;	(2)	fix	the	camera	on	a	movable
platform,	and	the	image	data	is	obtained	by	parallel	moving	it;	(3)	Hand-
held	the	camera	for	capturing	image	data	by	a	fixed-point	rotating	or	moving
in	the	direction	perpendicular	to	the	camera’s	optical	axis.	This	process
utilizes	given	images.

	
(2)



(2)
Feature	extraction	and	matching.	Extract	SIFT	feature	points	from	the	input
image	sequences.	The	algorithm	calculates	and	extracts	the	feature	points
simultaneously	in	the	spatial	domain	and	the	scale	domain.	Therefore,	the
obtained	feature	points	have	the	scale	invariance,	which	can	correctly
extract	the	feature	points	that	exist	in	the	image	sequences	with	large	scale
and	angle	change.	Euclidean	distance	is	used	to	calculate	the	distance
between	two	SIFT	feature	point	descriptors.

	

(3)
Image	registration	with	calculation	of	H.	Image	registration	based	on
feature	points	means	that	the	transformation	matrix	between	image
sequences	is	constructed	by	matching	points	to	complete	the	stitching	of
panoramic	images.	To	improve	the	precision	of	image	registration,
RANSAC	algorithm	[4]	is	used	to	calculate	and	refine	the	transformation
matrix.	H	algorithm	to	automatically	calculate	the	transformation	matrix:
calculate	feature	points	in	each	image;	match	feature	points;	calculate
initial	value	of	the	matrix;	use	iteration	to	refine	H	transformation	matrix;
boot	matching;	repeat	iterations	until	the	number	of	corresponding	points	is
stable.

	

(4)
Image	fusion.	According	to	the	transformation	matrix	H	of	two	images,	the
corresponding	images	can	be	transformed	to	determine	the	overlapping
region	of	the	images,	and	register	the	images	to	be	merged	into	a	new	blank
image	to	form	a	mosaic	diagram.	A	quick	and	simple	weighted	smoothing
algorithm	is	used	to	deal	with	the	stitching	seam	problem.

	

The	process	of	image	stitching	algorithm	based	on	SIFT	feature	points	is
shown	in	Fig.	8.11:



Fig.	8.11 	The	process	of	image	stitching	based	on	SIFT

The	MATLAB	source	programme	(main	code)	of	image	stitching	algorithm
based	on	SIFT	feature	points	is	shown	in	PROGRAMME	8.4.	SIFT	feature
detection	programme	is	shown	in	Chap.	4	PROGRAMME	4.9.

PROGRAMME	8.4:	Image	stitching	based	on	SIFT	feature	points

















The	result	of	image	stitching	is	shown	in	Fig.	8.12:



Fig.	8.12 	Image	stitching	result

8.3.2	 Image	Stitching	Based	on	Harris	Feature	Points
The	process	of	image	stitching	based	on	Harris	feature	points	is	as	follows.
(1) Detect	Harris	feature	points	of	images;

	
(2)

Connect	the	feature	points	between	two	images	and	complete	image
matching;

	
(3)

Filter	all	matching	points	and	obtain	points	which	are	needed	for	image
stitching;

	
(4)

Calculate	the	distance	between	feature	points	of	two	images	and	smooth
the	overlapping	parts	of	the	images.

	
The	core	code	is	shown	in	PROGRAMME	8.5.
PROGRAMME	8.5:	Image	stitching	based	on	Harris	feature	points



























8.3.3	 Auto-Sorting	for	Image	Sequence
In	order	to	stitch	the	images,	the	input	image	sequence	[5]	is	ordered	according
to	the	actual	scene	content,	that	is	to	say,	each	adjacent	two	images	must	have
overlapping	parts,	so	that	the	correct	panoramic	image	can	be	spliced.	However,
in	the	process	of	capturing	images	and	storage	or	input,	sequence	of	images
could	be	confusing	and	couldn’t	stitch	directly.	In	order	to	implement	image
sequence	auto-sorting,	there	are	3	problems	to	solve	firstly:

(1) Determine	whether	there	is	overlapping	regions	between	two	images,
that	is,	whether	two	images	are	related;



	
(2)

Determine	the	head	and	tail	images	of	the	sequence	of	images; 	
(3)

Determine	the	relationship	between	the	left	and	right	position	of	two
overlapping	images.

	
In	this	section,	we	use	phase	correlation	method	to	sort	the	image	sequence.

The	principle	of	phase	correlation	method	is	as	follows:	Suppose	there	is	an
offset	 	between	image	1	 	and	image	2	 :

(8.10)
According	to	shift	characteristics	of	Fourier	transformation,	here	is:

(8.11)
Its	normalized	mutual	power	spectrum	is	represented	as:

(8.12)
	and	 	are	 	and	 ’s	Fourier	transformation	separately,	 	is	the

complex	conjugate	of	 .

The	phase	of	cross	power	spectrum	density	equals	the	phase	difference	of
two	images.	Normalized	cross	power	spectrum	density	is	operated	to	get	an
impulse	function	through	the	inverse	Fourier	transformation:

(8.13)
This	function	takes	max	value	at	relative	displacement	 	(match

point)	of	two	images,	anywhere	else	near	0.	relative	displacement	 	was

determined	by	finding	out	the	position	of	the	peek	point	in	formula	(4.4).	In	the



case	of	only	translation	between	images,	the	magnitude	of	the	peak	of	the
impulse	function	reflects	the	correlation	between	the	two	images	and	take	a
value	in	an	interval	[0,	1].	The	larger	the	overlapping	region	between	two
images,	the	larger	the	value	is.	If	two	images	have	the	same	content,	the	value	is
1,	and	the	value	is	0	when	it	is	completely	different.	If	there	is	still	perspective,
noise	or	moving	target	between	two	images,	the	energy	of	the	impulse	function
will	be	distributed	from	a	single	peak	to	other	small	peaks,	but	its	maximum
peak	position	has	some	robustness.

According	to	the	principle	of	phase	correlation	method,	the	automatic	sorting
algorithm	is	as	follows:

(1) Determine	the	head	and	tail	images	(leftmost	and	rightmost
images)	and	adjacent	image.

For	a	given	image	sequence	with	n	images,	any	image	can	be
computed	by	the	remaining	 	images	to	get	the	

correlation	degree.	Since	the	image	will	be	adjacent	to	up	to	two
images	(an	intermediate	image),	it	will	at	least	be	adjacent	to	one	of
the	images	(head	and	tail	images).	Therefore,	if	the	first	two	largest
is	selected	from	the	 	correlation	calculated	from	the	image,

the	image	will	overlap	with	the	two	or	one	of	the	two	correlations.
Operated	on	the	left	 	images,	2N	largest	correlation	degrees

are	obtained.	For	the	head	image	and	tail	image,	their	corresponding
two	correlation	degrees	will	have	one	not	eligible.	Obviously,	the
corresponding	correlation	degrees	of	the	head	image	and	the	tail
image	are	smaller	than	the	other	degrees.	When	finding	out	the
smallest	correlation	degrees	of	the	2N	degrees,	the	head	and	tail
image	are	obtained	correspondly.	Finally,	the	head	and	tail	image
differ	from	the	adjacent	images.

	
(2)

Determine	the	relationship	between	the	left	and	right	positions	of	two
adjacent	images.

In	the	method	of	phase	correlation	algorithm,	the	measure	results	show
the	 	pulse	function	with	very	sharp	correlation	peaks	when	two	images

are	really	relevant.	The	horizontal	translation	parameters	of	two	images	can

	



be	calculated	by	the	corresponding	pixel	points	of	the	peak.	When
horizontal	translation	parameter	x	is	greater	than	half	of	the	image	width,
you	can	subtract	it	from	the	image	width	and	then	take	the	negative.	If	the
horizontal	translation	between	image	A	and	B	is	negative,	Image	A	is	on
the	left	side	of	image	B,	and	conversely,	image	A	is	on	the	right	side	of
image	B.

Therefore,	the	automatic	sorting	of	image	sequences	is	completed.
The	MATLAB	code	is	shown	in	PROGRAMME	8.6,	where	the	poc_2pow

function	has	described	in	PROGRAMME	8.3:	PROGRAMME	8.6:	Image
sequence	automatic	sorting





A	complete	picture	is	obtained	after	sorting	the	input	images.

8.3.4	 Harris	Point	Registration	Based	on	RANSAC	Algorithm
Harris	point	registration	based	on	Random	Sample	Consensus	(RANSAC)	is	a
kind	of	matching	method	based	on	features.	Harris	points	detection	is	firstly



kind	of	matching	method	based	on	features.	Harris	points	detection	is	firstly
performed	and	then	make	a	rough	matching	according	to	local	characteristics	of
extracted	points	to	find	out	correspondence	between	sets	of	points	to	be
matched.	After	rough	matching,	most	wrong	matching	points	pairs	are	removed,
but	there	remain	many	points	missing	the	requirements.	These	point	pairs	with
large	errors	in	geometrical	relationship	remains	mainly	because	gray	scale
information	similarity.	These	points	are	called	pseudo	matching	pairs.	The
RANSAC	algorithm	is	used	to	remove	the	pseudo	matching	pairs.

RANSAC	is	a	kind	of	iteration	algorithm	to	estimate	mathematical	model
parameters.	The	main	idea	is	to	calculate	the	parameters	to	make	the	majority	of
samples	(feature	points)	can	meet	the	mathematical	model.	At	iteration,	the
minimum	number	of	samples	is	used	to	sample	the	model	and	calculate	the
parameters	and	the	number	of	samples	confirming	to	the	model	is	counted.	And
the	maximum	sample	parameters	are	considered	as	the	values	of	the	final	model.
The	sample	point	that	conforms	to	the	model	is	called	the	inliers,	and	the	sample
point	that	does	not	conform	to	the	model	is	called	the	outer	point	or	the	wild
point.

RANSAC’s	basic	ideas	are	as	follows:	Consider	a	model	required	a
minimum	sampling	set	with	n	samples	(n	for	the	minimum	number	of	samples
required	to	initializing	the	model	parameters)	and	a	sample	set	P,	numbers	of
samples	of	set	P	#(P) > n.	Subset	S	with	n	samples	which	are	random	extracted
from	P	is	used	to	initialize	model	M:	The	samples	in	Complement	set	

	whose	error	is	less	than	a	set	threshold	t,	along	with	set	S	constitute	

.	 	is	considered	as	inliers	set	and	construct	S’s	Consensus	Set.

If	 ,	right	parameters	are	considered	obtained	and	Least	Squares

method	and	so	on	are	used	to	estimate	new	model	 	on	inliers	set	 ;	or

resample	new	S	and	repeat.
After	a	certain	number	of	sampling,	if	no	consistent	set	is	found,	the

algorithm	fails,	otherwise	the	maximal	consensus	set	obtained	after	sampling,
and	the	algorithm	ends.	The	code	is	shown	in	PROGRAMME	8.7.

PROGRAMME	8.7:	Harris	point	registration	based	on	RANSAC
algorithm















































8.4	 Panoramic	Image	Stitching
Panoramic	image	stitching	aims	to	do	seamless	stitching	on	image	sequence
taken	from	the	same	scene,	different	perspective,	different	focal	lengths,	from
the	same	optical	center	with	partially	overlapping.	This	means	that	image
registration	algorithm	is	used	to	calculate	the	motion	parameters	between	each
frame	and	then	synthetic	a	large	static	wide-angle	image.	Moreover,	the	stitching
image	requires	to	be	as	close	as	the	real	scene	without	obvious	seam.	According
to	different	viewpoints,	image	stitching	can	be	divided	into	algorithm	based	on



to	different	viewpoints,	image	stitching	can	be	divided	into	algorithm	based	on
single	viewpoint	and	algorithm	based	on	multiple	viewpoints.	To	obtain	single
viewpoint	image	sequences,	a	camera	is	fixed	in	a	position	and	rotate	it	around;
or,	set	cameras	in	a	circle,	the	optical	axis	of	the	camera	is	on	the	same	plane	and
intersects	with	one	point,	and	the	video	is	collected	in	real	time.	To	obtain
multiple	viewpoints	image	sequences,	usually	use	a	camera	capture	a	set	of
image	sequences	on	a	horizontal	level	or	set	multiple	cameras	in	different
positions	and	capture	at	the	same	time.	Image	stitching	algorithm	based	on
multiple	viewpoints	is	commonly	used	in	stitching	banded	panoramic	images.

This	section	introduces	an	image	stitching	algorithm	based	on	image
projection	transformation	without	active	objects.

Discrete	image	information	can	only	express	information	on	a	part	of	the
visual	environment.	The	panoramic	view	based	on	image	rendering	is	to	show
the	discrete	image	information	in	an	image	completely.	Build	a	complete
graphics	environment	for	better	3D	visual	effects.

(1) Image	positioning

	
Automatically	find	overlapping	locations	for	images.	Proposing	there	are	two

rectangle	regions	A	and	B.	B	contains	a	region	 .	 	and	A	are	same	module,

the	position	of	 	in	B	is	to	solve.	The	typical	algorithm	is	to	search	from	the

lower	left	corner	of	B,	where	each	piece	is	compared	to	a	with	the	same	area	C
and	A,	and	the	value	of	the	evaluation	function,	the	smallest	area	is	 .

(2) Image	stitching

	
After	image	positioning,	if	splice	the	two	images	simply,	there	will	be	a	clear

seam	due	to	the	difference	of	brightness.	The	color	fitting	method	can	be	used	to
reconcile	the	brightness	of	adjacent	images	and	produce	seamless	synthetic
images.

(3) Implementation	of	cylindrical	projection

	
Shot	at	the	same	point	as	the	rotating	camera,	the	cylindrical	panoramic

images	are	not	in	the	same	coordinate	system.	There	is	a	certain	angle	on	the
projection	surface.	In	order	to	generate	a	panoramic	image,	we	must	transform



projection	surface.	In	order	to	generate	a	panoramic	image,	we	must	transform
these	images	into	a	unified	cylindrical	coordinate	system	and	use	image	stitching
technology	to	remove	the	overlap	of	every	two	images.	In	this	way,	a	complete
cylindrical	panoramic	picture	is	obtained.

As	shown	in	Fig.	8.13,	it’s	the	positive	projection	diagram	of	cylindrical
surface.	I	is	a	frame	extracted	from	the	video,	P	is	any	point	on	the	captured
image,	Q	is	the	point	where	P	maps	to	the	cylinder	coordinate.

Fig.	8.13 	The	positive	projection	diagram	of	cylindrical	surface

Assuming	that	W	and	H	are	the	width	and	height	of	the	Image	I	respectively,
f	is	the	radius	of	the	cylinder,	so	that	P’s	coordinate	in	3D	coordinate	system	is
represented	as	 .	Using	the	combination	of	the	parametric

equation	and	the	cylindrical	equation,	assuming	Q’s	coordinate	is	 	and

P	as	well	as	Q	are	in	the	same	line,	which	satisfies	the	parametric	equation:

(8.14)
where	t	is	the	parameter,	coupled	with	the	cylindrical	surface	equation:	

.

Thus,	we	can	get	the	coordinates	of	Q	point	because	the	coordinates	of	Q
point	is	three-dimensional,	we	convert	it	into	two	dimensions	to	get:



(8.15)
After	the	image	is	projected	to	the	cylindrical	plane,	the	images	of	the	same

coordinate	system	are	obtained.	Then	by	looking	for	the	transformation	between
adjacent	images,	the	sequence	images	are	spliced	together	to	form	a	cylindrical
panoramic	image	under	the	same	scene.

The	steps	of	using	IBR	method	to	splice	video	panoramic	image	are	as
follows:

(1) Extract	key	frames	of	the	video	and	use	images	to	represent
information	in	videos.

	
(2)

Find	out	the	overlapping	region	of	images,	this	means	that	extract	feature
position.

	
(3)

Image	registration,	match	feature	points.	Use	fine	match	algorithm	to
remove	wrong	point	pairs	and	moving	corner	point	pairs.	The	coordinate
transformation	function	is	obtained	by	calculating	the	transformation
matrix	between	the	datum	image	and	the	image	to	be	matched.	Finally,	the
coordinate	transformation	function	is	used	to	transform	the	image	to	the
datum	coordinate	system	and	realize	the	registration	of	the	image	to	be
matched	with	the	datum	image	in	the	same	coordinate	system.

	

(4)
The	final	step	is	image	stitching,	involving	the	fusion	of	two	images	and
the	elimination	of	seams.

	
The	code	for	reading	a	video	and	extracting	key	frames	is	shown	in
PROGRAMME	8.8.

PROGRAMME	8.8:	Read	video	and	extract	the	key	frames





Panoramic	image	stitching	based	on	IBR	method	using	key	frames,	whose
code	is	programme	8.9,	and	the	functions	involved	are	described	in	programme
8.3.

PROGRAMME	8.9:	Panoramic	image	stitching	based	on	IBR	method







Key	frames	extracted	is	shown	in	Fig.	8.14.



Fig.	8.14 	Key	frames	extracted

Panoramic	stitching	image	is	shown	in	Fig.	8.15.

Fig.	8.15 	The	panoramic	stitching	image
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Abstract
In	this	chapter	we	firstly	introduce	the	application	background	of	digital
watermarking,	then	represent	fragile	watermarking,	robust	watermarking,	and
semi-fragile	watermarking	embedding	methods	respectively.

9.1	 Introduction
Digital	Watermarking	is	a	technology	which	embedding	[1]	the	symbolic
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information	into	the	multimedia	works	directly	through	a	certain	algorithm	[2],
but	it	will	not	affect	the	value	of	the	original	content	and	using.	It	cannot	be
noticed	by	human	perception	system	unless	through	a	dedicated	detector	or
reader.	The	watermark	may	be	the	serial	number	of	the	author,	the	logo	of	the
company,	the	special	text,	and	so	on.	It	can	be	used	to	identify	the	sources	and
versions	of	documents,	images	or	music	products,	the	author,	the	owner,	the
issuer	and	the	ownership	of	the	digital	products.	Figure	9.1a	is	the	original
image,	also	known	as	the	host	image,	Fig.	9.1b	is	the	watermark	image,	Fig.	9.1c
is	the	image	after	watermarking.	And	Fig.	9.1a,	c	shall	not	cause	any	visual
differences	in	human	eyes.

Fig.	9.1 	Digital	watermark	embedded	in	the	image

Digital	watermarking	is	an	information	security	technology	which	developed
in	the	1990s.	It	provides	a	new	solution	for	protecting	the	copyright	of
multimedia	information	and	ensuring	the	safe	use	of	multimedia	information,
and	has	become	one	of	the	fastest	growing	hot	spot	in	the	field	of	multimedia
information	security.	It	has	received	great	attention	from	both	the	international
academic	and	the	business.	Digital	watermarking	is	used	to	solve	the	problem	of
intellectual	property	protection	and	it	is	one	of	the	most	potential	multi-
disciplinary	cross	technology.

In	fact,	digital	watermarking	is	one	who	embeds	the	label	with	particular
significance	into	digital	image,	audio,	document,	book,	video	and	other	digital
product	by	using	digital	insertion	method	for	copyright	protection,	information
hiding,	tamper	proof,	data	file	authenticity	identification	and	so	on.	At	the	same
time,	the	integrality	of	digital	information	is	ensured	by	the	detection	and



analysis	of	the	watermark.	In	practice,	the	following	several	issues	constitute	the
background	of	digital	watermarking	[3–5]:

(1) Intellectual	Property	Protection	of	Digital	Works

	
At	present,	copyright	protection	of	digital	works	(such	as	computer	art,	scanned
images,	digital	music,	video,	3D	animation)	is	a	hot	issue,	which	is	the	most
important	application	of	watermarking.	As	the	copy	and	modification	of	digital
works	is	very	easy,	and	it	can	be	exactly	the	same	as	the	original	one.	So,	the
originator	has	to	adopt	some	measures	that	may	damage	the	quality	of	original
works	seriously	to	add	some	copyright	logos	in	works	for	protection,	but	these
visible	signs	can	be	tampered	easily.	The	digital	watermarking	utilizes	data
hiding	principles	to	make	copyright	logos	invisible	or	inaudible,	which	does	not
damage	the	quality	of	the	original	work,	but	also	achieves	the	purpose	of
copyright	protection.	This	application	requires	very	high	robustness.	At	present,
the	digital	watermarking	technology	for	copyright	protection	has	entered	the
initial	stage	of	practical	application.	The	“digital	library”	software	of	IBM	has
provided	a	digital	watermarking	function,	and	Adobe	also	integrated	the
Digimarc	company’s	digital	watermark	plugin	in	its	famous	Photoshop.	In
general,	the	digital	watermark	products	on	the	market	are	not	yet	mature	in
technology,	and	are	easy	to	be	destroyed	or	cracked,	so	there	is	still	a	long	way
to	go	from	the	real	utility.

(2) Anti-counterfeiting	of	bills	in	business	transaction

	
With	the	development	of	high-quality	image	input	or	output	devices,

especially	the	appearance	of	color	inkjet	with	precision	over	1200	dpi,	laser
printers	and	high-precision	color	copiers,	which	makes	the	counterfeiting	of
money,	checks	and	other	notes	easier.	On	the	other	hand,	there	will	be	many
transitional	electronic	documents,	such	as	scanning	images	of	various	paper
notes	during	the	transition	from	traditional	business	to	e-commerce.	Even	after
the	network	security	technology	is	ripe,	all	kinds	of	electronic	bills	also	need
some	non-password	authentication	methods.	Digital	watermarking	technology
can	provide	invisible	certification	marks	for	various	bills,	which	greatly
increases	the	difficulty	of	forgery.

(3) The	hidden	identification	and	tampering	tips	of	the	audiovisual	data



(3) The	hidden	identification	and	tampering	tips	of	the	audiovisual	data

	
The	identification	information	of	the	data	is	often	more	valuable	than	the

data	itself,	such	as	the	date,	longitude	and	latitude	of	the	remote-sensing	images
and	so	on.	Data	that	without	any	identification	information	is	sometimes	even
unusable,	but	it	is	dangerous	to	mark	the	important	information	directly	on	the
original	file.	Digital	watermarking	provides	a	way	to	hide	the	identities	and	the
identification	information	is	not	visible	on	the	original	document,	it	only	can	be
read	through	a	special	reading	program.

According	to	the	function	of	digital	watermarking,	it	can	be	divided	into
robust	watermarking,	fragile	watermarking	and	semi-fragile	watermarking.	The
main	purpose	of	robust	watermarking	[6]	is	to	protect	the	copyright	of	digital
works,	which	requires	that	embedded	watermarks	should	sustain	a	variety	of
common	signal	processing	operations,	including	unintentional	or	malicious
processing,	such	as	lossy	compression,	filtering,	smoothing,	signal	reduction,
image	enhancement,	resampling,	geometric	deformation,	and	so	on.	After	all
kinds	of	processing,	the	robust	watermark	should	be	able	to	detect	after	as	long
as	the	host	information	is	not	destroyed	greatly.	Therefore,	it	needs	a	higher
demand	of	robustness.	Fragile	watermarking	is	also	known	as	the	fully	fragile
watermarking,	which	can	detect	any	changes	of	image	pixel	values.	The	purpose
of	fragile	watermarking	is	to	protect	the	integrity	of	digital	works	and	to	identify
the	authenticity	of	digital	works.	Semi-fragile	watermarking	needs	to	resist	a
certain	degree	of	beneficial	digital	signal	processing	operations	such	as	JPEG
compression,	etc.	This	type	of	watermarking	is	more	robust	than	the	fully	fragile
watermarking	slightly,	which	allow	the	image	to	have	a	certain	change,	and	it
may	be	a	check	of	integrity	to	some	extent.

According	to	the	implementation	method	of	watermarking,	it	can	be	divided
into	spatial	domain	digital	watermarking	and	frequency	domain	digital
watermarking.	Spatial	domain	digital	watermarking	superimposes	watermark
signal	on	the	signal	space	directly,	while	frequency	domain	digital	watermarking
often	uses	the	technique	which	likes	spread	spectrum	image	technology	to	hide
the	watermark	information.	Such	techniques	are	generally	based	on	common
image	transformations,	including	discrete	cosine	transform	(DCT),	discrete
wavelet	transform	(DWT),	Fourier	transform	(DFT	or	FFT)	and	so	on.

A	digital	watermarking	system	generally	includes	three	basic	aspects:	the
generation	of	watermarks,	the	embeddedness	of	watermarks,	and	the	extraction
or	detection	of	watermarks.	Digital	watermarking	is	a	quasi-optimal	problem
that	seeks	to	satisfy	the	demands	of	imperceptibility,	reliability	and	robustness



through	the	analysis	of	image	host,	the	pretreatment	of	embedded	information,
the	selection	of	position	of	insertion,	the	design	of	embedded	model,	the	control
of	embedded	modulation	and	so	on.	As	an	important	part	of	watermark
information,	the	key	is	often	embedded	in	different	steps	such	as	information
preprocessing,	embedded	point	selection	and	modulation	control,	etc.

The	basic	frameworks	diagram	of	the	general	process	of	digital	watermark
embedding	and	detection	are	shown	in	Figs.	9.2	and	9.3.

Fig.	9.2 	The	basic	framework	of	the	general	process	of	watermark	embedding



Fig.	9.3 	Basic	framework	of	the	general	process	of	watermarking	detection

Figure	9.2	shows	the	embedding	process	of	the	watermark.	Set	the
watermark	information	W	as	input,	the	multimedia	products	such	as	images,
documents,	audios,	videos	as	original	carrier	data	I	and	K	as	the	optional	private
key	(or	public	key).	The	watermark	information	W	may	be	data	of	any	forms,
such	as	characters,	binary	images,	grayscale	images	or	color	images,	3D	images,
and	so	on.	The	watermark	generation	algorithm	G	should	ensure	the	uniqueness,
validity	and	irreversibility	of	the	digital	watermark.	The	key	K	can	be	used	to
enhance	the	security	to	avoid	the	unauthorized	restoration	and	repair	of
watermarks.	All	the	utility	systems	must	use	a	key,	and	some	even	use	a
combination	of	several	keys.

There	are	many	algorithms	for	watermark	embedding,	and	Eq.	(9.1)	gives	a
general	formula	for	the	embedding	process	of	the	watermark:

(9.1)
where	IW	denotes	the	data	after	embedding	the	watermark	(i.e.	the	watermark
carrier	data),	I	denotes	the	original	carrier	data,	W	denotes	the	watermark	sets,



and	K	is	a	key	set.	Where	K	is	an	optional	term,	which	is	generally	used	for	the
generation	of	watermark	signals.
Figure	9.3	indicates	the	process	of	watermark	detection.	It	can	be	divided	into
the	following	three	types	according	to	whether	the	original	information	is	needed

(1) Require	the	original	carrier	data	I:

(9.2)

	
(2) Requires	the	original	watermark	W:

(9.3)

	
(3) Without	the	original	information:

(9.4)

	
where	 	is	the	extracted	watermark	while	D	is	the	watermark	detection

algorithm,	and	 	is	the	watermark	carrier	data	that	has	been	attacked	during

the	transmission.	There	are	2	means	of	detection:	one	is	the	extraction	of	the
embedded	signal	or	correlation	verification	based	on	the	given	original
information,	and	the	second	is	whole	search	or	distribution	hypothesis	testing	for



embedded	information	without	the	original	information.	If	the	signal	is	a	random
signal	or	a	pseudo-random	signal,	it	is	proved	that	the	general	method	of	proving
that	the	detection	signal	is	the	watermark	signal	is	to	do	the	similarity	test.	The
general	formula	for	watermark	similarity	test	are	as	follows:

(9.5)
where	 	is	the	extracted	watermark,	W	is	the	original	watermark,	Sim

represents	the	similarity	of	different	signals.

9.2	 Fragile	Watermarking	Based	on	Spatial	Domain
The	fragile	watermarking	algorithm	based	on	spatial	domain	usually	loads	the
watermark	information	on	original	data	directly	by	modifying	the	pixel	value	of
the	image.	The	most	representative	one	is	Least	Significant	Bit	(LSB)	method,
which	modify	the	minimum	valid	bit	of	image	pixel	value	to	achieve	the	purpose
of	embedding	watermark	information	into	the	host	image.	Once	the	image	has
been	tampered	with,	the	information	of	the	minimum	valid	bit	is	also	changed,
so	that	we	can	locate	the	tampered	area	through	the	corresponding	detection
program.

The	LSB	method	is	one	of	the	earliest	and	most	basic	way	of	image
information	hiding	method	based	on	spatial	domain,	and	many	other	methods	are
developed	based	on	LSB.	Nowadays,	some	simple	information	hiding	softwares,
such	as	Hide	and	Seek,	Stego-Dos,	White	Noise	S-tools	and	so	on,	often	use
LSB	algorithm	and	palette	adjustment	to	hide	the	information	into	24-bit	images
or	256-color	images.

The	LSB	refers	to	the	zeroth	bit	(or	the	lowest	bit)	of	a	binary	number,	with	a
weight	of	20,	which	can	be	used	to	detect	the	parity	of	numbers.	The	LSB
algorithm	make	the	use	of	the	principle	of	bit-plane	in	digital	image	processing,
i.e.	change	the	information	of	the	lowest	bit	of	the	image.	So	that	the	influence
on	image	information	is	very	small,	and	even	the	visual	perception	system	of
human	eyes	cannot	perceive	it.	Taking	a	256-grayscale	image	as	an	example,	it
requires	8	bits	to	represent	the	256-level	grayscale,	but	the	effect	of	each	bit	is
different,	the	higher	bit	has	more	effect	on	the	image,	whereas	the	lower	bit



effect	weakly,	even	cannot	be	perceived.
The	implementation	of	the	LSB	algorithm	is	relatively	easy.	Firstly,	we	need

to	consider	the	number	of	watermark	information.	If	only	the	least	one	bit	is
available,	the	amount	of	the	watermark	information	that	can	be	embedded	is	the	
	of	the	original	image.	If	the	lowest	two	bits	are	available,	the	amount	of	the

watermark	information	is	 	of	the	original	image,	and	so	on.	The	more	the

lowest	bit	is	available,	the	more	information	can	be	embedded	in	the	original
image,	and	will	also	has	a	greater	impact	on	the	visual	perception	of	the	image.
Then,	adjust	the	size	and	bit	of	the	digital	watermark	appropriately	to	meet	the
demand	of	digital	watermarking	data	size	of	the	image.	Finally,	set	the	lowest
position	of	the	original	image	to	0,	and	put	the	digital	watermark	data	at	the
lowest	bit	of	the	original	image.

The	code	based	on	LSB	algorithm	is	shown	in	PROGRAMME	9.1	and
PROGRAMME	9.2:	PROGRAMME	9.1:	Watermark	Embedding



Given	a	200 × 200	image,	and	the	digital	watermark	is	a	pure	text	binary	image.
We	use	bitset	()	function	in	MATLAB	to	set	bit	plane	to	0	and	embed	digital
watermark	data,	we	call	for	function	bitset	(A,	bit)	to	set	bit	plane	to	0,	where	A
indicates	the	image	to	be	set	to	0,	bit	indicates	which	position	to	be	on	0.	If	we
want	to	set	the	least	bit	to	0,	it	can	be	indicated	as	bitset	(A,	1).	The	way	of
embedding	is:	w_i	(ii,	jj) = bitset	(w_i	(ii,	jj),	1,	w	(ii,	jj)),	where	w_i	indicates
the	image	to	be	embedded.	1	indicates	the	least	bit	to	be	embedded	and	2
represents	to	embed	in	the	second	bit	plane,	and	the	rest	can	be	done	in	the	same
manner,	where	w	represents	the	watermark	image.

PROGRAMME	9.2:	Extraction	of	Digital	Watermarking



9.3	 Robust	Watermarking	Based	on	DCT
In	recent	years,	many	different	types	of	digital	watermarking	technologies	have
been	proposed.	According	to	differences	of	embedding	domain,	they	can	be
divided	into	two	categories:	spatial	domain	and	transform	domain.	The	former
embeds	the	information	into	host	images	in	spatial	domain,	and	the	latter	embeds
the	information	into	the	transform	domain	by	changing	the	coefficients	of	the
transform	domain.	Next,	we	will	introduce	the	robust	digital	watermarking
technology	and	fragile	digital	watermarking	technology	based	on	the	transform



technology	and	fragile	digital	watermarking	technology	based	on	the	transform
domain	respectively.

The	DCT	transformation	is	the	abbreviation	of	Discrete	Cosine	Transform.
The	main	idea	is	to	select	the	medium	frequency	and	low	frequency	coefficients
on	the	DCT	transform	domain	to	superimpose	the	watermark	information,
because	the	human	vision	perception	is	mainly	concentrated	on	these	frequency
bands.	When	attackers	damage	the	watermark,	it	is	inevitably	causes	a	serious
decline	in	the	quality	of	the	image,	and	the	general	processing	will	not	change
the	data	of	this	part.	Moreover,	since	JPEG,	MPEG	and	other	compression
algorithms	are	quantification	in	the	DCT	transform	domain,	therefore,	it	can
resist	a	certain	lossy	compression	through	the	clever	fusion	of	watermark	and
quantification.	In	addition,	the	statistical	distribution	of	DCT	transform	domain
coefficients	owns	a	good	mathematical	model,	which	can	estimate	the
information	content	of	watermark	theoretically.	Digital	watermarking	based	on
DCT	transform	will	distributed	in	the	whole	image	space	during	the	inverse
transformation,	so	unlike	spatial	domain	based	technology	which	is	easy	affected
by	the	attacks	such	as	cutting,	low	pass	filter,	etc.	Because	of	its	good	robustness
and	concealing,	the	image	digital	watermarking	algorithm	based	on	DCT
transform	is	the	hot	topic	of	research	at	home	and	abroad.

The	flow	chart	of	the	robust	watermark	embedding	based	on	DCT	is	shown
in	Fig.	9.4.

Fig.	9.4 	The	flow	chart	of	robust	watermark	embedding	based	on	DCT

The	original	image	is	divided	into	8 × 8	blocks.	Firstly,	calculate	the
variances	of	all	the	sub-blocks,	and	select	the	front	n	blocks	with	the	maximum
variance.	Then,	embed	the	random	sequence	pn_sequence_zero	in	the	medium
frequency	of	DCT	domain	according	to	the	system	key	K.	Finally,	the	result
image	is	generated	by	the	inverse	DCT	transform	of	the	sub-blocks.	K	and



pn_sequence_zero	are	used	in	combination	to	select	the	embedding	position.
Specific	steps	are	as	follows:

(1) Perform	DCT	transform	on	blocks	of	the	original	image

	
To	be	compatible	with	the	international	compression	standard,	so	that	the
algorithm	can	be	implemented	in	the	compressed	domain,	we	divide	the	original
image	into	non-overlapping	8 × 8	sub-blocks	and	then	perform	the	DCT
transformation	on	each	sub-block.

(2) Block	classification	based	on	texture	masking	feature

	
According	to	the	illumination	masking	characteristics	and	texture	masking

properties	of	human	vision	system	(HVS),	we	know	that	the	higher	the
brightness	of	background,	the	more	complex	the	texture,	the	less	sensitive
human	vision	is	to	its	slight	transformation.	Therefore,	to	achieve	the	perceived
similarity	between	the	original	image	and	the	processed	image,	the	watermark
signal	should	be	embedded	as	much	as	possible	to	the	more	complex	sub-blocks
in	the	image.	Here	we	take	the	variance	 	of	the	sub-block	to	measure	the

complexity	of	the	texture.	Calculate	the	mean	gray	value	m	and	variance	of	sub-
block.	The	equations	are	as	follows:

(9.5)

(9.6)

The	variance	 	reflects	the	smoothness	of	blocks.	When	 	is	small,	blocks

are	relatively	uniform,	on	the	contrary,	blocks	contain	more	complex	textures	or
edges.	When	too	much	information	is	embedded	into	the	smooth	area,	it	will
cause	the	phenomenon	of	block	effect,	which	will	result	in	a	decline	in	image



quality.	According	to	the	analysis	of	human	visual	model,	embedding	the
watermark	into	the	complex	area	of	the	texture	conforms	to	the	watermark
algorithm.	Specifically,	the	SORT	function	of	MATLAB	can	be	used	to	sort	the
variance	values	from	small	to	large	to	embed	watermarks	into	complex	texture
sub-block.

(3) The	generation	and	embeddedness	of	watermark

	
The	binary	watermark	image	(Fig.	9.1b)	is	connected	to	be	a	one-

dimensional	row	vector	as	the	watermark	information.	When	using	the	digital
watermarking	algorithm	based	on	DCT,	because	the	human	eye	is	relatively
sensitive	to	low-frequency	noise,	we	should	embed	the	watermark	in	the	higher
frequency	part	for	the	watermark	is	not	easy	to	detect.	But	it	is	easy	to	lose
information	because	of	quantization	and	low-pass	filtering,	which	affects	the
robustness	of	watermarking.	To	solve	the	contradiction	between	low	frequency
and	high	frequency,	the	watermark	information	is	embedded	in	the	middle
frequency	part	of	the	host	image	by	using	a	compromise	method.	Figure	9.5	is
the	medium	frequency	position	of	the	sub-block.	The	specific	embedding
location	is	determined	by	parameters	K	and	sequence.

Fig.	9.5 	The	position	8	medium	frequency	block	with	DCT	coefficient	embedded

(4) Block	DCT	inverse	transform

	



According	to	above	steps,	the	embeddedness	programme	of	digital
watermark	is	shown	in	PROGRAMME	9.3:	PROGRAMME	9.3:	Digital
Watermark	Embedding	Programme





Several	one-dimensional	arrays	are	involved	in	the	embedding	process:	message
and	B	are	one-dimensional	array	of	1	row	and	n	columns;	fc,	fc_o	are	one-
dimensional	arrays	of	1	row	and	m	columns,	while	pn_sequence_zero	is	a	one-
dimensional	array	of	1	row	22	columns.	The	message	is	determined	by	the
watermark	image,	and	pn_sequence_zero	is	uniquely	determined	by	the	current
pseudo-random	number	generator	state	J	of	the	system,	both	message	and
pn_sequence_zero	are	composed	of	0	and	1.

Specifically,	we	first	set	all	the	elements	of	the	one-dimensional	array	fc_o
to	1,	the	variance	array	fc	is	sorted	in	descending	order	to	obtain	the	top	n	value
with	variance	to	form	the	array	B;	Then,	modify	the	value	of	fc_o(i)	which	refers
to	the	largest	variance	image	block	and	make	fc_o(i) = message(1);	Modify	the
value	of	fc_o(i)	which	refers	to	image	block	with	the	second	largest	variance	and
makes	fc_o(i) = message(2);	And	so	on,	modify	the	m	values	to	get	the	one-
dimensional	value	message	vector;	At	last,	the	image	block	message_vector(i)
whose	value	is	0	is	selected	as	the	actual	image	block	that	actually	embedded	in
the	watermark.	When	the	22	coefficients	of	the	selected	image	block	in	the	DCT
medium	frequency	are	embedded	in	the	K	times	of	the	pseudo	random	sequence
pn_sequence_zero,	all	image	blocks	are	transformed	by	inverse	DCT	to	generate



a	watermarked	image.
Figure	9.6	shows	a	case	of	watermark	embedding.	Figure	9.6a	is	a	480 × 480

8-bit	grayscale	image	‘Lena’.	Figure	9.6b	is	a	binary	watermark	image	with	a
size	of	50 × 20	(only	0,	1).	Figure	9.6c	is	an	image	after	embedding	a	watermark
in	Lena.

Fig.	9.6 	Embedding	of	digital	watermarking

It	can	be	seen	from	the	results	that	the	original	host	image	has	no	visible
distortion	after	embedding	the	watermark,	and	its	PSNR	is	45.6286	dB.	The
larger	the	PSNR	value	is,	the	better	the	invisibility	is,	so	the	method	has	better
invisibility.

The	extraction	process	of	digital	watermarking	based	on	DCT	is	as	follows:

(1) Original	image	and	the	image	to	be	measured	are	evaluated	in
the	DCT	domain,	then,	compare	the	correlation	and	determine	the
sequence	message_vector;

	
(2) The	texture	block	is	determined	by	the	variance	of	the	image	block,	then	we

can	determine	the	embedding	position	of	the	watermark;

	
(3) Similar	to	the	steps	at	the	time	of	embedding,	a	one-dimensional

watermarking	sequence	is	formed	according	to	the	sequence	message	vector
and	the	order	of	the	texture	block	complexity;



and	the	order	of	the	texture	block	complexity;

	
(4) Reconstruct	watermarking	sequence	into	two-dimensional	watermark

recovery	image,	and	the	copyright	authentication	of	the	image	is	carried	out
accordingly.

	
According	to	the	above	steps,	the	digital	watermark	extraction	programme	is
shown	in	PROGRAMME	9.4:	PROGRAMME	9.4:	The	Digital	Watermark
Extraction	Programme	with	MATLAB





The	extracted	watermark	image	is	shown	in	Fig.	9.7.	Figure	9.7a	shows	the
watermark	image	to	be	extracted,	and	Fig.	9.7b	is	the	watermark	image	extracted
from	the	above	process.



Fig.	9.7 	The	result	of	the	digital	watermark	extraction

9.4	 Semi-fragile	Watermarking	Based	on	DWT
In	practice,	there	is	no	need	for	a	fragile	watermarking	to	be	very	sensitive	to	all
modifications.	While	the	semi-fragile	watermarking	requires	the	watermark	to
resist	a	certain	degree	of	beneficial	digital	signal	process,	such	as	JPEG
compression,	etc.	This	type	of	watermarking	is	slightly	more	robust	than	the
fully	fragile	watermark,	which	allows	some	changes	in	the	image,	and	it	is	a
certain	degree	of	integrity	test	of	the	image.

Semi-fragile	watermark	combines	the	characteristics	of	robust	watermarking
and	fragile	watermarking,	which	is	mainly	used	in	the	image	content
certification,	and	requires	that	it	must	have	two	basic	characteristics:

(1) Transparency:	the	process	of	embedding	is	imperceptible,	and
the	image	quality	after	embedding	cannot	cause	qualitative	changes;

	
(2) Blind	detection:	the	original	image	is	not	necessary	at	the	time	of

authentication.

	
In	recent	years,	many	semi-fragile	watermarking	methods	have	been	proposed.	It



can	be	divided	into	spatial	domain	algorithm	and	transform	domain	algorithm.
The	watermark	is	embedded	in	the	spatial	domain	when	refers	to	the	spatial
algorithm.	The	frequency	domain	algorithm	is	based	on	image	transformation,
namely	local	or	all	transformations,	these	transformations	include	discrete	cosine
transform	(DCT),	discrete	wavelet	transform	(DWT)	[7],	Fourier	transform	(FT
or	FFT)	[8–10],	and	Hadamard	transform.	Many	researchers	believe	that	the
watermarking	algorithm	of	transform	domain	has	many	advantages,	including
the	ability	to	embedding	more	data	without	affecting	the	visual	effects	of	the
carrier,	and	it	can	be	combined	with	some	compression	coding	processes	(such
as	DCT	domain	and	JPEG,	DWT	domain	and	JPEG2000),	and	the	embedded
watermark	has	a	stronger	robustness	(often	for	compression).	But	compared	with
the	frequency	domain	algorithm,	the	spatial	domain	algorithm	also	has	the
advantages	of	small	amount	of	calculation	and	convenient	implementation.	So,	a
method	should	be	evaluated	depend	on	the	application	and	its	performance,
rather	than	the	spatial	domain	or	frequency	domain	algorithm,	especially	for
semi-fragile	watermarking.

DWT	is	the	abbreviation	of	Discrete	Wavelet	Transform,	its	basic	idea	is	to
decompose	the	image	into	multi-resolution,	which	decompose	the	image	into
different	spatial	and	frequency	sub	images,	thus	more	conforms	to	the	visual
mechanism	of	the	human	eye.	DWT	not	only	has	the	good	local	spatial
frequency	analysis	characteristics	and	multi-resolution	analysis	characteristics,
but	also	has	more	outstanding	ability	of	anti-filtering	and	anti-compression
attack.	In	the	static	image	compression	standard	JPEG2000,	DWT	replaced	the
DCT	which	used	in	JPEG.	So,	the	DWT-based	digital	watermarking	technology
is	currently	the	hotspot	in	watermarking	technology.

Generally	speaking,	DWT	uses	a	multi-resolution	decomposition	method	to
decompose	the	image,	and	adds	the	watermark	in	the	corresponding	sub	band
coefficient	image.	The	wavelet	coefficients	image	consists	of	several	sub	bands
coefficients	images,	and	the	wavelet	coefficients	of	different	sub	bands	reflect
the	characteristics	of	different	spatial	resolution	of	the	image.	Through	the	multi-
level	wavelet	decomposition,	the	wavelet	coefficients	can	not	only	represent	the
high	frequency	information	of	the	local	areas	in	the	image,	but	also	express	the
low	frequency	information	of	the	image	slices.	Thus,	by	decoding	the	different
series	of	coefficient	images,	images	with	different	spatial	resolutions	can	be
obtained.	The	DWT	transform	can	locate	the	local	features	of	the	image	well,
and	the	coefficients	of	the	sub	bands	after	wavelet	decomposition	can	reflect	this
characteristic.

As	a	digital	watermark	embedding	method,	the	DWT	has	getting	more	and
more	attention	by	researchers.	The	advantage	of	DWT	method	is	that	it	can
decompose	the	image	into	the	frequency	domain,	and	preserve	the	spatial



decompose	the	image	into	the	frequency	domain,	and	preserve	the	spatial
distribution	of	image,	which	is	very	effective	for	strengthening	the	robustness	of
digital	watermarking,	lossy	compression	and	local	clipping.	On	the	other	hand,
the	multi-resolution	analysis	of	the	wavelet	transform	and	the	human	visual
characteristics	can	match	well.	Therefore,	from	the	perspective	of	watermark
visibility,	DWT	is	also	closer	to	the	human	visual	perception	system	(HVS)
requirements.

The	watermark	embedding	process	is	as	follows:

(1) Perform	wavelet	transform	on	images.	The	basic	idea	of	wavelet
transform	in	image	processing	is	to	decompose	the	image	into	sub-
images	of	different	spatial	and	independent	bands,	and	then	process
the	coefficients	of	sub-images.	The	schematic	diagram	of	the
primary	decomposition	of	the	image	is	shown	in	Fig.	9.8.

Fig.	9.8 	The	schematic	diagram	of	each	component	of	a	primary	decomposition

	
It	can	be	seen	that	an	image	is	decomposed	into	4	sub-images	of	1/4	sizes	after	a
primary	wavelet	decomposition;	LL1	in	the	upper	left	corner	is	a	smooth
approximation,	that	is,	the	low-frequency	approximation	sub-image;	HL1	in	the
upper	right	corner	is	a	horizontal	component,	LH1	in	the	lower	left	corner	is	a
vertical	component,	while	HH1	in	the	lower	right	corner	is	diagonal	components,
which	represents	the	medium	and	high	frequency	detail	subgraph	of	horizontal,
vertical	and	diagonal	direction	respectively.	The	low	frequency	part	continues	to
be	decomposed	and	get	a	n-level	decomposition,	resulting	in	

	three	high	frequency	band	sub-images	and	a	LLn

low	frequency	band	sub-image.	Where	the	low	frequency	band	represents	the
best	approximation	to	the	original	image.	Its	statistical	characteristic	is	similar	to



the	original	image,	and	most	of	the	energy	is	concentrated	there.	The	high
frequency	band	represents	the	edges	and	textures	of	the	image.	Through	wavelet
transform,	it	can	effectively	extract	the	high	and	low	frequency	components	of
the	image.	Because	the	sensitivity	of	the	human	eye	to	high	frequency
information	is	lower	than	that	of	the	low	frequency	information,	the	watermark
embedded	in	the	higher	frequency	region	has	less	influence	on	the	original
image,	that	is,	the	transparency	of	the	watermark	is	better.	The	embedding
process	of	the	fragile	watermark	is	shown	in	Fig.	9.9.

Fig.	9.9 	Embedding	process	of	the	fragile	watermark

(2) Embed	the	watermark:	Quantify	the	DWT	coefficients	 	to	embed	the

watermarks.

	
The	wavelet	coefficients	are	divided	into	two	categories,	 	is	even

for	the	first	class,	and	 	is	odd	for	another	class,	that	is:

(9.7)
And	 ,	where	 	is	a	positive	real	number	called

quantization	coefficient.	The	specific	quantification	process	is:

a.
if	 ,	then	the	coefficient	will	not	change; 	

b. else,	change	 ,	and	make	 ,	that	is

(9.8)



	
(3) Reconstruct	the	watermarked	image	by	discrete	wavelet	transform.

	
For	a	given	image,	perform	the	discrete	wavelet	transform.	According	to	the
coefficient	 	of	the	wavelet	transform	domain,	calculates	 	by	the

Eq.	(9.1),	that	is,	 .	The	process	of	extraction	is	shown	in

Fig.	9.10.

Fig.	9.10 	The	progress	of	watermark	extraction

From	the	above	algorithm,	we	can	see	that	C	records	the	high	frequency
coefficients	after	the	wavelet	transform,	and	Q	is	the	high	frequency	coefficient
after	classification,	while	step	is	the	quantization	coefficient.	The	specific	code	is
shown	in	PROGRAMME	9.5.

PROGRAMME	9.5:	The	Digital	Watermarking	Based	on	DWT





In	the	experiment,	we	select	the	256 × 256	Lena	grayscale	image	as	original
image,	and	takes	the	Cameraman	256	grayscale	image	whose	size	is	256 × 256
as	watermark	image.	The	results	of	the	operation	are	shown	in	Fig.	9.11.

Fig.	9.11 	DWT-based	watermark	results
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aimed	at	the	recognition	of	visible	images.	It	can	accurately	define	and	describe
objects	by	attributes	and	features	of	geometric	appearance,	texture	and	material
of	images.	In	a	broad	sense,	the	recognition	process	can	distinguish	objects	from
backgrounds	and	other	suspicious	objects,	such	as	cars	and	roads,	that	is	the
object	detection.	In	a	narrow	sense,	the	recognition	process	is	to	classify	similar
objects	more	specifically,	such	as	different	types	of	cars.	This	chapter	employs
three	cases	in	face	recognition,	expression	recognition	and	document	image
analysis,	to	briefly	introduce	the	basic	implementation	steps	of	image
recognition.

10.1	 Face	Recognition	Based	on	Locality	Preserving
Projections
Face	recognition	[1–3]	is	one	of	the	key	technologies	of	biometric	identification.
Because	of	its	natural,	intuitive,	non-contact,	safe,	fast	and	other	characteristics,
it	has	attracted	much	attention	and	has	become	the	most	promising	technology.	It
has	been	used	widely	in	such	fields	as	electronic	passports	and	identity	cards,
security,	judicial	and	criminal	investigation,	self-help	services,	information
security,	and	so	on.

According	to	different	classification	criterias,	face	recognition	can	be	divided
into	different	methods.	For	example,	on	the	basis	of	the	linear	nature	of	the
algorithm,	it	can	be	divided	into	linear	and	nonlinear	algorithms;	According	to
whether	or	not	the	category	information	of	the	face	is	considered,	it	can	be
divided	into	supervised,	semi-supervised	and	unsupervised	algorithms;
According	to	the	characteristics	of	the	architecture	of	the	original	data	which	is
retained	by	the	algorithm,	it	can	be	divided	into	local	algorithm	and	global
algorithm.

The	linear	algorithm	is	to	compute	an	explicit	linear	projection	function,	and
project	the	original	data	from	the	high-dimensional	space	to	the	low-dimensional
space.	The	nonlinear	algorithm	does	not	make	assumptions	about	the	projection,
and	the	projection	of	the	original	data	is	implicit.	It	can	only	calculate	the
projection	of	the	training	data	in	the	low-dimensional	space,	but	cannot	do
anything	about	the	new	data.	Linear	algorithms	include	Principal	Component
Analysis	(PCA),	Linear	Discriminant	Analysis	(LDA),	Multidimensional
Scaling	Scaling	(MDS),	Neighborhood	Preserving	Embedding	(NPE),	etc.
Among	them,	PCA	and	LDA	are	the	global	algorithms,	while	MDS	and	NPE
retain	the	local	architecture	as	the	local	algorithm.	PCA,	NPE	and	MDS	are
unsupervised	algorithms,	and	LDA	is	a	supervised	algorithm.	Nonlinear
algorithms	mainly	include	Locally	Linear	Embedding	(LLE),	Laplacian



Eigenmaps	(LE)	and	so	on.	LLE	is	an	unsupervised	global	algorithm.
The	following	focuses	on	face	recognition	algorithms	based	on	locality

preserving	projections	and	its	various	variants.
Let	us	consider	a	dataset	 ,	which	is	divided	into	c

classes.	Each	class	contains	vectors	 ,	where	 	is	a

column	vector	of	m	dimension.	The	data	projected	into	the	low-dimensional
space	can	be	defined	as	 ,	in	which	 ,	where	 	is	the

dimension	of	the	low-dimensional	space.	The	LPP	[4–8]	algorithm	is	based	on
the	assumption	that	if	the	two	vectors	are	very	close	in	the	high-dimensional
space,	and	it	is	reasonable	to	believe	that	the	projections	of	the	two	vectors	are
very	close	in	the	low-dimensional	space.	To	ensure	this	hypothesis,	the
following	objective	function	is	defined:

(10.1)

(10.2)

	is	a	symmetric	affinity	matrix	while	 	is	a	threshold.

Supposing	that	 	is	a	projection	column	vector,	and	 .	Through

simple	derivation,	we	can	convert	the	objective	function	Formula	(10.1)	into:

(10.3)
where	 	is	a	diagonal	matrix	and	 .	 	is	a	Laplace	matrix.

As	well,	the	restriction	conditions	are	added:



(10.4)
Thus,	the	LPP	algorithm	is	converted	to	solve	the	problem	of	the	optimal
solution:

(10.5)

where	W	is	a	projection	matrix:
The	Lagrange	multiplier	algorithm	is	used	to	solve	the	upper	formula.	By

simple	calculation,	the	problem	of	Formula	(10.4)	can	be	converted	into	the
problem	to	solve	eigenvalues:

(10.6)
Thus,	the	problem	to	solve	the	minimum	value	of	the	criterion	function	is

converted	into	the	process	of	obtaining	eigenvalues	and	eigenvectors	of	the
generalized	characteristic	equation	in	Formula	(10.5).	It	can	be	proved	that	the
eigenvectors	corresponding	to	the	minimum	 	nonzero	eigenvalues	constitute	 .

LPP	algorithm	has	many	variations,	such	as	Orthogonal	Discriminant
Locality	Preserving	Projection	(ODLPP)	[5,	9].	Considering	that	there	are	

	classes	in	a	high-dimensional	Euclidean	space	 ,	and

each	class	has	 	samples.	 	is	a	sample	set	with	

samples,	each	sample	belongs	to	one	of	the	classes	in	 .

The	algorithm	seeks	a	projection	matrix	which	makes	the	projected	face
image	be	in	a	lower	dimension	and	has	better	separability.	The	LDA	algorithm
uses	the	inter-class	scatter	matrixes	of	the	samples	to	represent	the	discreteness
of	samples	which	belong	to	different	classes.	The	ODLPP	algorithm	draws	on
the	ideas	of	LDA	algorithm	and	introduces	the	inter-class	scatter	matrix	into	the
criterion	function	of	ODLPP.	The	criterion	function	defined	by	ODLPP	is:

(10.7)



(10.7)
where	 	is	the	inter-class	discreteness	matrix.	Class	information	is	added	to	the

target	function	to	ensure	that	the	projection	vector	is	orthogonal.
We	can	solve	this	problem	by	solving	the	eigenvalue	problem:

(10.8)

For	the	modification	of	the	restrictive	conditions,	the	overall	dispersion
matrix	 	is	used	to	replace	 ,	so	that	the	projected	data	is	uncorrelated.

Thus,	the	Enhance	Locality	Preserving	Projection	(ELPP)	algorithm	is	obtained:

(10.9)
where	 	is	the	overall	dispersion	matrix:

(10.10)
where	 	is	the	mean	value	of	 	which	is	represented	as	 .

In	order	to	solve	this	problem,	the	solver	can	be	obtained	by	solving	the
eigenvalue	problem:

(10.11)

Modifying	the	symmetric	association	matrix	 	by	the	following	steps.
Replacing	the	original	matrix	by	the	Pearson	correlation	coefficient	matrix	and
use	the	adaptive	method	to	select	the	nearest	neighbor	so	that	the	LPP	algorithm
no	longer	contains	parameters.	Thus,	the	Parameterless	Locality	Preserving
Projection	(PLPP)	[7]	algorithm	is	implemented.

First,	the	Pearson	correlation	coefficient	matrix	 	is	defined.	 	is	the

Pearson	correlation	coefficient	of	the	vectors	

(10.12)



(10.12)

Then,	since	 	is	between	 ,	so	the	 	is	normalized	to	 .

(10.13)

Finally,	the	matrix	 	is	defined	as

(10.14)
where	 	is	the	average	correlation	coefficient.

Since	the	Parameterless	Locality	Preserving	Projection	(PLPP)	algorithm	does
not	consider	class	information,	nor	does	it	guarantee	the	orthogonality	of
projection	vectors,	we	can	add	the	class	information	on	the	basis	of	the	original
algorithm	to	obtain	the	Orthogonal	Disciminant	Parameterless	Locality
Preserving	Projection	(ODPLPP).

Define	the	matrix	 	as

(10.15)
Modify	the	object	function:

(10.16)

In	the	above	formula,

(10.17)



(10.17)

The	solution	of	LPP	algorithm	is	to	convert	the	optimization	problem	into
the	eigenvalue	problem,	which	selects	the	eigenvectors	corresponding	to	the
smallest	 	eigenvalues	as	the	projection	matrix,	that	is,	a	base	of	the	low-

dimensional	linear	space.	LPP	is	a	problem	of	small	samples,	so	the	dimension
of	data	is	first	reduced	through	PCA	in	order	to	avoid	singularity	effectively.	The
steps	are	as	follows:

(1)
The	original	data	is	divided	into	the	training	set	 	and	the

test	set	 .	Assume	that	the	training	set	has	 	samples,	and

each	sample	is	a	 	matrix	composed	of	a	grayscale

image.	Connect	each	column	of	each	grayscale	image	from	left
to	right	to	form	a	column	vector	of	 	dimensional.

Then	the	training	data	set	is	a	 	matrix	which	represents

as	 ,	where	 	is	a	face	image.	The

test	data	set	is	a	 	matrix,	and	it	is	represented	as	

,	where	 	is	a	face	image.

	

(2)
Reduce	the	dimension	of	the	original	data	 	by	PCA. 	

(3)
Compute	the	symmetric	affinity	matrix	 	by	k-nearest

neighbor,	where	 ,	and	 	takes	the	mean	of	the	square	of

the	distance	between	data	points	of	the	training	set.

	

(4)
Find	the	eigenvalues	of	 ,	select	the

smallest	k	eigenvalues,	a	projection	matrix	is	made	up	of	the

	



eigenvectors	corresponding	to	these	eigenvalues.	Among	them,
,	where	 	is	the	eigenvector.

(5)
Conduct	the	projection	 ,	 ,

where	 	is	the	projection	of	the	original	data	in	low-

dimensional	space.

	

(6)
The	recognition	phases.	Project	the	test	set	into	the	low-

dimensional	space	by	the	obtained	projection	matrix,	
,	and	then	NN	(Nearest	Neighbor)	is	used	to

classify	the	test	set.

	

PROGRAMME	10.1	shows	the	MATLAB	implementation	of	face
recognition	based	on	locality	preserving	projection.	It	includes	the	main
function,	the	function	 	which	calculates	the	facial

distance,	and	the	LPP	(Locality	Preserving	Projection)	function	which	calculates
the	locality	preserving	projection.

PROGRAMME	10.1:	Face	recognition	based	on	locality	preserving
projections

































































We	have	simulated	the	above	algorithms	and	their	corresponding	supervised
algorithms	on	Yale,	ORL	and	YaleB	face	databases	respectively.	There	are	165
face	images	in	Yale	face	database,	including	15	people,	each	person	has	11
images	of	different	illumination	and	expressions	[10],	and	the	image	resolution
is	 ;	there	are	400	face	images	in	ORL	face	database,	including	40

people,	and	each	of	whom	has	10	images	with	 	resolution	and	different

illumination	and	expressions;	there	are	2432	face	images	in	ORL	face	database,
including	38	people,	and	each	of	whom	has	64	images	with	 	resolution

and	different	illumination	and	expressions.
We	randomly	selected	6	images	per	person	in	Yale,	ORL	face	database	as

the	training	set,	and	40	images	on	YaleB	face	database	were	selected	randomly
for	each	person	as	the	training	set,	and	conducted	10	experiments.	Figures	10.1,
10.2	and	10.3	show	some	samples	of	these	face	databases.	Table	10.1	shows	the
maximum	average	recognition	rate	(%)	and	the	corresponding	standard	deviation
of	LPP	and	its	deformation	algorithms	on	the	three	face	databases.	Figures	10.4,
10.5	and	10.6	shows	the	average	of	the	10	experimental	recognition	rates	of	the
LPP	and	its	deformation	algorithms	on	the	three	face	databases.



Fig.	10.1 	Some	samples	of	the	ORL	face	database

Fig.	10.2 	Some	samples	of	the	Yale	face	database

Fig.	10.3 	Some	samples	of	the	YaleB	face	database

Table	10.1 	The	maximum	average	recognition	rate	and	the	corresponding	standard	deviation	of	various
algorithms

Face
database

Recognition	accuracy	(%)

Algorithms

LPP SLPP ELPP SELPP ODLPP PLPP ODPLPP

Yale 50.0	±
6.23

76.0	±
3.61

59.5	±
4.36

75.9	±
4.14

78.67	±
4.12

50.9	±	5.08 78.67	±
3.97

ORL 84.6	±
2.61

95.4	±
1.65

90.6	±
1.96

94.0	±
2.07

97.63	±
1.28

83.6	±	3.03 97.5	±	1.28

YaleB 81.8	±
1.39

93.6	±
0.89

86.5	±
0.66

92.7	±
0.67

93.42	±
0.52

88.32	±
0.90

93.17	±
0.51

The	best	average	recognition	accuracy	on	three	face	databases



Fig.	10.4 	Recognition	rate	on	Yale	face	database



Fig.	10.5 	Recognition	rate	on	ORL	face	database



Fig.	10.6 	Recognition	rate	on	YaleB	face	database

10.2	 Facial	Expression	Recognition	Using	PCA
Facial	expression	is	an	important	way	to	express	human	emotions,	it	is	also	an
effective	means	of	human	communication.	Emotion,	as	an	inner	experience,	is
usually	accompanied	by	corresponding	nonverbal	behaviors,	such	as	facial
expressions	and	body	gestures,	etc.	People	can	express	their	thoughts	and
feelings	accurately	and	subtly	through	expression.	We	can	also	understand	the
attitudes	and	feelings	by	identifying	the	expressions	at	the	same	time.

The	process	of	facial	expression	recognition	usually	includes	three	nodes,
which	are	face	detection,	facial	feature	extraction	and	emotion	classification.	As
shown	in	Fig.	10.7,	if	we	want	to	establish	a	facial	expression	recognition
system,	the	first	step	is	to	detect	and	locate	the	human	face;	the	second	step	is	to
extract	features	that	can	represent	the	essence	of	the	input	expression	from	the
face	image	or	image	sequence,	which	can	be	divided	into	3	modules:	the
generation	of	the	original	feature,	the	dimension	reduction	of	features	and	the



decomposition	of	the	feature.	The	third	step	is	to	analyze	the	relationship
between	the	features,	and	classify	the	emotional	images	of	the	input	face	to	the
corresponding	categories.

Fig.	10.7 	Block	diagram	of	facial	expression	recognition	system

The	application	of	the	PCA	algorithm	to	emotion	recognition	assumes	that
facial	expressions	are	in	a	low-dimensional	linear	space,	and	the	expressions	are
separable.	A	new	set	of	orthogonal	bases	is	obtained	after	applying	PCA
algorithm	into	a	space	which	is	composed	of	several	high-dimensional	images.
By	preserving	some	orthogonal	bases,	the	low-dimensional	expression	space	can
be	generated,	and	an	expression	image	can	be	represented	as	a	linear
combination	of	the	set	of	bases.

The	images	used	for	training	are	the	face	images	which	are	normalized	by
the	size	and	the	gray	level	after	face	detection	and	preprocessing.	The	following
describes	the	specific	methods.	Supposing	that	the	size	of	the	 	training	images
is	 	and	each	image	is	connected	to	a	 	dimensional	vector	by	row	or

column,	then	the	 	vectors	are	put	into	a	set	 ,	as	shown	in	the	following

formula:

(10.18)
Compute	the	total	average	facial	image	 	of	the	 	training

images.	The	difference	 	between	each	image	and	the	average	image	can	be
calculated	by	subtracting	the	total	average	expression	image	from	each	training
image.



(10.19)
Find	the	 	orthogonal	unit	vectors	 ,	and	the	

vectors	in	 	are	calculated	by	the	following	formula:

(10.20)
When	the	eigenvalue	 	takes	the	minimum,	 	is	basically	determined.

Actually,	computing	 	is	to	calculate	the	eigenvectors	of	the	covariance	matrix.

(10.21)

In	the	above	formula,	 .	However,	due	to	a	large

amount	of	computation	in	direct	calculation	of	eigenvectors,	it	is	quite	difficult
to	find	the	eigenvalues	and	eigenvectors	of	matrix	 	with	such	a	large

dimension.	Instead,	the	singular	value	decomposition	theorem	is	adopted	to
reduce	the	computational	complexity	by	solving	the	eigenvalues	and
eigenvectors	of	the	alternative	matrix	 .	If	the	obtained	eigenvectors	are
restored	to	the	matrix	according	to	the	size	of	the	sample	image	and	displayed	as
an	image,	it	can	be	seen	that	the	feature	vector	is	in	the	shape	of	a	face.
Therefore,	the	algorithm	is	also	called	‘Eigenface.’

Through	the	above	steps,	the	dimension	of	the	face	image	is	reduced	to	find
the	appropriate	vectors	for	facial	expression.	For	a	new	face	image,	it	can	be
expressed	with	Eigenface:

(10.22)
where	 .	For	the	 	th	eigenface	 ,	the	corresponding	weights

can	be	calculated	with	the	upper	formula,	and	M	weights	can	form	a	vector.

(10.23)



(10.23)

After	obtaining	the	representation	of	Eigenface	to	the	face,	the	recognition	of	the
face	is	as	follows:

(10.24)

where	 	represents	the	face	to	be	distinguished	and	 	represents	someone’s

face	in	the	training	set,	both	are	represented	by	the	weights	of	Eigenface.
Formula	(10.24)	is	to	solve	the	Euclidean	distance	between	them.	When	the
distance	is	less	than	the	threshold,	the	distinguished	face	and	the	k	th	face	in	the
training	set	belong	to	the	same	person.	When	traversing	all	the	training	set	and
the	distance	is	always	larger	than	the	threshold,	the	distinguished	face	can	be
divided	into	two	situations	according	to	the	size	of	the	distance:	a	new	face	or
not	a	face.	The	threshold	setting	is	not	fixed	according	to	the	different	training
sets.

The	MATLAB	code	of	facial	expression	recognition	is	implemented	in
PROGRAMME	10.2:

PROGRAMME	10.2:	Facial	expression	recognition











We	use	images	in	the	YALE	database	as	the	training	set	and	test	set.	10
images	are	selected	for	each	kind	of	emotional	expression.	After	the	end	of	the
training,	the	image	of	the	known	category	was	tested,	which	realize	the
recognition	of	happiness,	sadness,	and	surprise.

The	YALE	database	contains	165	grayscale	images	of	15	people	which	is	in
the	size	of	100	*	100.	Each	person	has	11	different	images,	which	show	the
characteristics	in	positive	light	irradiation,	the	existing	eyes,	the	happy
expression,	left	side	irradiation,	the	non-existing	eyes,	neutral	expression,	neutral
light,	right	side	irradiation,	the	sad	expression,	the	sleepy	expression,	the
surprised	expression,	and	nictation.	We	selected	images	with	three	kinds	of
emotions	as	the	training	set,	which	are	happiness,	sadness,	surprise,	and	each
kind	takes	10	images.	After	reducing	the	dimension	of	the	face	by	the	PCA
method,	the	least	nearest	neighbor	method	is	used	to	identify	an	unknown	facial
emotion	image.

10.3	 Extraction	and	Recognition	of	Characters	in
Pictures
The	information	of	character	in	the	image	contain	rich	semantic	information	of
the	high	level,	and	extracting	these	characters	is	very	helpful	for	the
understanding,	indexing	and	retrieval	of	the	high	level	semantics	of	the	image.
Image	character	extraction	is	divided	into	two	types:	dynamic	image	character
extraction	and	static	image	character	extraction.	Static	image	character
extraction	is	the	basis	of	dynamic	image	character	extraction,	whose	application
range	is	more	extensive,	and	its	research	is	fundamental.	The	characters	in	the
static	image	can	be	divided	into	two	categories:	one	is	the	characters	contained
in	the	scene	itself	in	the	image,	which	are	called	the	scene	characters;	the	other	is
the	characters	added	to	the	post	production	of	the	image,	called	the	artificial
characters.	The	scene	characters	are	generally	difficult	to	detect	and	extract
because	of	the	randomness	of	their	location,	color,	and	shape.	While	the	artificial
characters	are	more	standard	and	easy	to	identify.	Moreover,	the	size	of	the



characters	has	a	certain	limitation;	The	color	is	monochromatic	and	is	more	easy
to	be	detected	and	extracted	than	the	former.	The	general	identification	method
of	artificial	character	extraction	is	as	follows	(Fig.	10.8):

Fig.	10.8 	The	artificial	character	extraction	system	block	diagram

The	input	color	image	contains	a	lot	of	color	information,	which	takes	up
more	storage	space	and	reduces	the	execution	speed	of	the	system.	Thus,	when



more	storage	space	and	reduces	the	execution	speed	of	the	system.	Thus,	when
performing	the	image	recognition	and	other	processing,	the	color	image	is	often
converted	to	the	grayscale	image	to	speed	up	the	processing	speed.	The	image	is
processed	by	using	grayscale	processing,	edge	extraction,	and	morphological
method	to	locate	the	character	region.	Image	binarization	has	many	mature
algorithms,	and	we	can	use	the	adaptive	threshold	algorithm,	or	the	given
threshold	algorithm.

The	image	after	the	morphological	filtering	is	very	close	to	the	correct
character	position,	and	in	the	automatic	recognition	process,	the	character
segmentation	has	the	function	of	carrying	forward.	The	character	segmentation
is	based	on	the	previous	location	of	the	region,	and	then	the	character
recognition	is	carried	out	by	using	the	segmentation	results.	Usually,	the	image
to	be	identified	contains	a	lot	of	characters,	which	should	be	judged	according	to
the	features	of	each	character.	Firstly,	the	image	is	scanned	progressively	from
bottom	to	top	until	the	first	black	pixel	is	encountered	and	recorded.	And	then
continue	to	scan	the	image	to	find	the	next	black	pixel.	Repeat	the	above
process,	so	that	the	range	of	the	maximum	height	of	each	line	of	the	image	will
be	found.	Then,	we	continue	to	scan	the	image	until	there	is	a	column	without	a
black	pixel,	which	means	that	the	character	segmentation	is	completed.	Then
continue	to	scan	to	the	right	end	of	the	image	according	to	the	above	method,
which	will	give	a	more	precise	range	of	the	width	of	each	character.	In	order	to
obtain	the	result	from	coarse	to	fine,	in	the	range	of	the	known	width	of	each
character,	scan	the	image	progressively	from	bottom	to	top	until	the	first	black
pixel	is	encountered	and	recorded.	Next,	the	image	is	scanned	progressively
from	top	to	bottom	until	the	first	black	pixel	is	encountered	and	recorded.	Thus,
the	approximate	height	range	of	the	image	can	be	found	in	this	way.	In	the	end,	a
top-down	and	bottom-up	scan	is	conducted	to	obtain	the	precise	height	range	of
each	character.

Because	of	the	large	difference	in	the	size	of	the	characters	in	the	scanned
images,	the	higher	the	size	of	the	character	recognition	is,	the	higher	the
recognition	rate	is.	The	standardization	of	images	is	to	unify	the	different
original	characters	to	the	same	size.	Each	rectangle	after	normalization	is
arranged	at	the	same	height,	and	there	is	a	certain	interval	between	these
character	rectangles.

Static	image	character	extraction	is	generally	divided	into:	character	region
detection	and	location,	character	segmentation	and	character	extraction,
character	post-processing	functions	and	so	on.	The	code	for	static	image
character	extraction	is	shown	in	PROGRAMME	10.3	(Fig.	10.9).



Fig.	10.9 	The	results	of	character	recognition

PROGRAMME	10.3:	Static	image	character	extraction
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most	similar	area	in	the	image	sequence	through	the	effective	expression	of	the
object,	that	is	to	locate	the	target	in	the	sequence	image	so	as	to	obtain	the
complete	motion	trajectory	of	the	moving	target.	In	this	chapter,	we	first
introduce	the	moving	object	detection	method	in	static	background.	We	also
present	the	Adaptive	background	modeling	method	by	using	a	mixture
Gaussians.	In	the	next	three	sections,	there	are	three	methods	for	object	tracking:
Ransac,	Meanshift	and	Particle	Filter.	In	the	last	section,	we	introduce	the	multi-
object	tracking	method.

11.1	 Adaptive	Background	Modeling	by	Using	a
Mixture	of	Gaussians
The	main	idea	of	the	Gaussian	mixture	model	is	to	characterize	the	pixels	in
each	frame	of	the	video	sequence	by	the	weighted	sum	of	finite	Gaussian
models.	Usually,	the	more	the	number	of	pixels	in	the	Gaussian	model	is,	the
more	complete	the	feature	is.	However,	with	the	increase	number	of	Gaussian
model,	the	calculation	will	be	more	complex	and	increase.	When	a	new	image
arrives,	the	background	model	needs	to	be	updated.	For	each	pixel,	define	K
Gaussian	models,	taking	into	account	the	speed	and	effectiveness	of	the
algorithm,	the	value	usually	takes	between	3	and	5.

The	implementation	of	Gaussian	mixture	model	includes	three	parts:	model
definition,	model	update	and	foreground	detection.

(1)
Model	Definition	
In	the	Gaussian	mixture	model,	the	color	values	of	a	pixel	in	a	video	frame

(or	image	sequence)	form	the	corresponding	pixel	process:

(11.1)
where	 	represents	the	color	value	of	pixel	 	at	time	i.	Modeling	the

background	by	a	mixture	of	Gaussians	assumes	that	the	pixel	process	satisfies
the	mixed	Gaussian	distribution,	that	is,	a	Gaussian	mixture	model	is	composed
by	K	single	Gaussian	models	for	each	pixel:

(11.2)



(11.2)

where	 	is	the	weight	of	the	kth	Gaussian	component	at	time	t,	which	also

means	probability	density	function,	then	 	represents	the	probability

observed	by	the	observed	pixel	value	X	at	time	t.	In	order	to	avoid	cumbersome
matrix	operations,	it	is	common	to	assume	that	the	components	of	the	pixel	value
X,	such	as	red,	green	and	blue	components	of	the	RGB	color	model,	are
independent	of	each	other	and	have	the	same	covariance.	It	could	speed	up	the
computation	and	have	little	effect	on	the	results.

(2)
Model	Update	
The	mixed	Gaussian	background	modeling	first	calculates	the	match

between	the	current	pixel	value	and	K	Gaussian	distributions	in	the	model,	and
then	matches	the	distribution	if	the	pixel	value	is	within	the	 	(usually	

)	range	of	a	Gaussian	distribution	average.	If	the	current	pixel	value	does	not
match	K	Gaussian	distributions,	a	new	Gaussian	distribution	will	replace	the
distribution	with	the	smallest	weight	value,	and	the	new	distribution	average	is
the	current	pixel	value.	If	there	is	a	Gaussian	distribution	that	matches,	the
weight	values	for	each	distribution	are	adjusted	as	follows:

(11.3)
where	 	is	the	learning	rate	and	its	value	is	between	 ;	for	the	Gaussian

distribution	matched	to	the	current	pixel	 	otherwise	 	by

Formula	(11.3),	the	Gaussian	distribution	weight	value	resulting	in	the	matching
is	increased	while	Match	the	Gaussian	distribution	weight	value.

For	a	Gaussian	distribution	that	matches	the	current	pixel	value,	adjust	its
parameters	as	follows:

(11.4)

(11.5)



where	 	is	the	other	learning	rate,	its	value	is	 ,	and	for	the

Gaussian	distribution	without	matching,	its	parameters	remain	unchanged.

(3)
Foreground	Detection	
According	to	the	model	update	method	described	earlier,	the	Gaussian

distribution	with	smaller	covariance	and	larger	weight	has	more	possibility	to	be
the	distribution	of	background	pixels.	Therefore,	in	order	to	determine	the
specific	background	model,	we	will	arrange	the	K	Gaussian	distributions
according	to	the	order	of	the	 	value	for	each	pixel	in	the	image.	For	the	first

B	Gaussian	distributions	satisfying	Formula	(11.6)	as	a	description	of	the
background:

(11.6)
T	is	the	background	model	proportional	threshold.	If	the	T	value	is	small,	the

Gaussian	mixture	model	will	degrade	into	a	single	Gaussian	distribution	model.
If	the	T	value	is	large,	it	can	be	a	complex	dynamic	background,	such	as	shaking
leaves	and	fluctuating	lakes,	many	Gaussian	distribution	of	the	mixed	models
will	be	built	to	simulate.

If	at	least	one	Gaussian	distribution	matches	the	current	pixel	value	in	the	B
Gaussian	distributions	described	in	the	background	after	the	current	sorted	by
the	 	value,	the	current	pixel	is	a	background	pixel,	otherwise	it	is

determined	as	the	foreground	pixel.
The	MATLAB	code	is	shown	in	PROGRAMME	11.1.
PROGRAMME	11.1:	Gaussian	mixture	model	for	background	detection







See	Fig.	11.1.



Fig.	11.1 	GMM	method	to	detect	the	prospects

11.2	 Object	Tracking	Based	on	Ransac
Feature-based	tracking	method	matches	and	traces	a	set	of	feature	points	(such
as	boundary	line,	centroid,	corner,	etc.)	in	successive	frame	images,	including
feature	extraction	[1,	2]	and	matching.	The	main	advantage	of	this	type	of
tracking	method	is	that	even	if	the	object	in	the	scene	is	partially	occluded,	the
object	can	be	continuously	tracked	as	long	as	the	feature	points	are	visible.	SIFT,
SURF,	Harris,	SUSAN	and	many	other	algorithms	can	be	applied	to	the	feature
extraction.	After	the	feature	extraction	[3–6]	of	the	moving	object,	the	similarity
metric	algorithm	needs	to	be	matched	with	the	frame	image	to	achieve	the	object
tracking.	Common	similarity	measures	are	Euclidean	distance,	city-block
distance,	chessboard	distance,	weighted	distance,	Hausdorff	distance,	and	so	on.
On	the	basis	of	rough	matching,	the	random	sampling	consistency	(RANSAC)
algorithm	can	be	further	refined	to	filter	the	noise	error	data	and	reduce	the
deviation.

Random	sample	consensus	algorithm	can	estimate	the	parameters	of	a
mathematical	model	from	an	array	of	observations	that	contain	“external	points”.
The	basic	assumptions	of	the	random	sampling	are:	(1)	data	consists	of	“internal
point”,	such	as	the	distribution	of	data	can	be	explained	by	some	parameters;	(2)
“external	point”	is	not	able	to	adapt	to	the	model	data.	The	other	data	is	noise.
Random	sampling	consistent	made	the	following	assumptions:	Given	a	set	of
(usually	small)	points,	there	is	a	process	that	can	be	used	to	estimate	model
parameters,	which	can	be	interpreted	or	applied	to	local	points.



parameters,	which	can	be	interpreted	or	applied	to	local	points.
Figure	11.2	shows	an	example	of	finding	the	appropriate	two-dimensional

line	from	a	set	of	observations.	Assume	that	the	observed	data	contain	the	local
points	and	the	external	points,	where	the	local	points	are	approximated	by	a
straight	line	and	the	outright	points	are	far	from	the	straight	line.	The	simple
least	squares	method	cannot	find	a	straight	line	that	adapts	to	the	internal	point,
since	the	least	squares	method	tries	to	adapt	to	all	points	including	the	external
points.	Instead,	RANSAC	can	derive	a	model	that	is	calculated	using	only	the
internal	point	with	the	high	enough	probability.	However,	RANSAC	cannot
guarantee	that	the	results	must	be	correct.	In	order	to	ensure	that	the	algorithm
has	a	high	enough	reasonable	probability,	we	must	carefully	select	the	algorithm
parameters.

Fig.	11.2 	Find	the	right	line	from	a	set	of	observations	by	RANSAC

The	input	of	the	RANSAC	algorithm	is	a	set	of	observation	data,	a
parametric	model	adapted	to	the	observed	data,	and	some	trusted	parameters	to
achieve	the	object	by	repeatedly	selecting	a	set	of	random	subsets	in	the	data.
The	selected	subset	is	assumed	to	be	an	internal	point	and	verified	by	the
following	method.

(1)
A	model	is	adapted	to	the	assumed	internal	point,	that	is,	all	unknown
parameters	can	be	calculated	from	the	hypothetical	central	point.

	
(2)

Test	all	other	data	with	the	model	obtained	in	step	1,	and	if	a	point	applies
to	the	estimated	model,	it	is	also	considered	an	internal	point.

	



to	the	estimated	model,	it	is	also	considered	an	internal	point.
(3)

If	there	are	enough	points	to	be	classified	as	hypothetical	local	points,	then
the	estimated	model	is	justified.

	
(4)

Then,	all	assumptions	are	used	to	re-estimate	the	model,	because	it	is	only
estimated	by	the	initial	hypothesis.

	
(5)

Finally,	the	model	is	evaluated	by	estimating	the	error	rate	between	the
interior	point	and	the	model.

	
This	process	is	repeated	a	fixed	number	of	times,	that	the	model	is	either

discarded	because	of	too	few	points,	or	because	it	is	better	than	the	existing
model	to	be	selected.

The	flow	chart	of	the	object	tracking	algorithm	based	on	RANSAC	is	as
follows	in	Fig.	11.3.





Fig.	11.3 	RANSAC	algorithm	flow	chart

The	MATLAB + VLFeat	source	code	is	shown	in	PROGRAMME	11.2:
PROGRAMME	11.2:	SIFT	operator	and	Ransac	algorithm









See	Fig.	11.4.

Fig.	11.4 	Results	of	the	SIFT	operator	and	the	Ransac	algorithm

11.3	 Object	Tracking	Based	on	MeanShift
In	the	process	of	object	tracking,	if	you	match	all	the	content	directly	in	the
scene	to	look	for	the	best	match	position,	you	need	to	deal	with	a	lot	of
redundant	information,	so	that	the	amount	of	computing	is	relatively	large.	It	is
meaningfully	to	estimate	the	position	state	of	the	object	in	the	future	and	narrow
the	object	search	range	by	the	search	algorithm.	The	commonly	used	algorithms
to	reduce	the	search	range	include	the	mean	shift	algorithm	(Meanshift
algorithm),	the	continuous	adaptive	mean	shift	algorithm	(Camshift	algorithm)
and	the	confidence	region	algorithm.	They	all	use	the	nonparametric	method	to
optimize	the	object	template	and	candidate	object	distance	iterative	convergence
process	to	achieve	the	purpose	of	narrowing	the	scope	of	the	search.

Meanshift	algorithm	is	a	method	of	gradient	optimization	to	achieve	fast
object	location,	real-time	tracking	of	nonrigid	objects,	suitable	for	tracking	non-
linear	moving	objects,	and	have	a	good	applicability	with	the	object
deformation,	rotation	and	other	conditions.	However,	the	Meanshift	algorithm
does	not	use	the	moving	direction	and	velocity	information	of	the	object	in	the
object	tracking	process,	and	it	is	easy	to	lose	the	object	when	there	is
interference	(such	as	light,	occlusion)	in	the	surrounding	environment.	The
Camshift	algorithm	is	based	on	the	Meanshift	algorithm	and	has	been	extended
to	an	improved	mean	shift	algorithm	based	on	the	object	color	information.
Since	the	histogram	of	the	target	image	records	the	probability	of	the	appearance



Since	the	histogram	of	the	target	image	records	the	probability	of	the	appearance
of	the	color,	this	method	is	not	affected	by	the	change	of	the	object	shape,	it	can
effectively	solve	the	problem	of	object	deformation	and	partial	occlusion	with
the	higher	operation	efficiency,	but	the	algorithm	needs	to	manually	specify	the
object	before	it	starts.

MeanShift	algorithm	is	a	nonparametric	probability	density	estimation
algorithm	that	can	converge	quickly	to	the	local	maximum	of	the	probability
density	function	by	iteration.	The	tracking	process	of	the	algorithm	is	to	find	the
process	of	local	maximum	of	probability	density.

11.3.1	 Description	of	the	Object	Model
The	description	of	the	object	model	is,	above	all,	the	initialization	of	the	object,
that	is,	the	object	area	to	be	tracked	in	the	first	frame	image.	The	object	area	can
be	determined	by	manual	selection,	or	the	object	area	can	be	automatically
selected	based	on	the	result	of	motion	detection.	If	the	center	of	the	object	area	is

,	then	the	object	model	can	be	described	as	the	probability	value	for	all

eigenvalues	on	the	object	area.	The	probability	density	estimated	by	the
eigenvalue	of	the	object	model	 	is:

(11.7)
where	 	is	the	contour	function	of	the	kernel	function.	Since	the	pixels

near	the	center	of	the	object	model	are	more	reliable	than	the	external	pixels,	
	gives	a	large	weight	to	the	center	pixel	and	a	small	weight	for	the	pixel

away	from	the	center.	 	is	the	characteristic	value	of	pixel	 ,	 	is	Delta

function,	 	is	used	to	determine	whether	the	object	area	of	any	pixel	

	eigenvalue	is	equal	to	the	u-th	eigenvalue,	if	it	is	equal	then	1,	otherwise	0.	C

is	a	normalized	constant	coefficient.

11.3.2	 A	Description	of	the	Candidate	Model
Moving	object	in	each	frame	and	later,	the	area	that	may	contain	the	object	is
called	the	candidate	region,	the	center	coordinate	is	y,	and	the	probability	density
of	the	pixel	eigenvalue	a	of	the	candidate	model	 	is



(11.8)
where	h	is	the	bandwidth	parameter,	MeanShift’s	tracking	window	size

depends	on	bandwidth	h,	where	 	is	the	normalization	constant,	which	is

11.3.3	 Similarity	Function
The	similarity	function	is	used	to	describe	the	degree	of	similarity	between	the
object	model	and	the	candidate	object.	The	Bhattacharyya	coefficient	can	be
used	as	a	similarity	function:

(11.9)
Its	value	is	between	0	and	1.	The	larger	the	value	 ,	the	more	similar	the

two	models.

11.3.4	 Object	Location
In	order	to	maximize	 ,	we	should	first	locate	the	object	center	of	the	current

frame	as	the	position	 	of	the	object	center	in	the	previous	frame,	and	then	start

looking	for	the	best	matching	object	from	this	point	 .	When	locating,	the

Taylor	series	expansion	is	performing	at	 ,	and	the	similarity	function	can

be	approximated	as:

(11.10)



where	 ,	and	 .

That	is	the	kernel	density	estimate	existing	weight	 .	It	shows	that

computing	the	maximum	value	of	the	similarity	function	is	equal	to	computing
the	maximum	of	the	Formula	(11.10),	and	the	MeanShift	vector	 	can	be

calculated	by	maximizing	the	similarity	function.	In	each	MeanShift	iteration,	if	
,	the	iteration	is	stopped,	and	the	center	position	of	the	object	area	is

moved	from	 	to	the	new	position	 .

(11.11)

where	the	object	area	 	can	be	moved	from	the	initial	position

to	the	real	object	position	step	by	step.
According	to	the	similarity	function	 ,	Taylor	series	expansion	is

required	to	start	in	the	neighborhood,	which	limits	the	distance	between	starting
point	 	and	 	cannot	be	too	large,	if	the	movement	is	too	fast,	the	MeanShift

algorithm	tracking	effect	is	not	good.
The	steps	of	MeanShift	tracking	algorithm	are	as	follows:

Step
1: In	the	initial	frame,	the	object	area	is	first	selected	by	the	user	and	the

object	model	is	constructed,	and	the	center	position	of	the	object	is
initialized;

	

Step
2: Selecting	a	candidate	object	area	in	the	current	frame,	constructing	a

candidate	object	model	with	the	object	center	of	the	previous	frame	as	the
center	of	the	candidate	object	area;

	

Step
3: Estimate	the	similarity	function,	and	calculate	the	weight	coefficient,

initialize	the	number	of	iterations,	and	then	calculate	the	new	candidate
area	center;

	

Step
4: And	then	re-estimate	the	similarity	function	by	constructing	a	new

candidate	object	model	with	a	new	candidate	regional	center;
	



candidate	object	model	with	a	new	candidate	regional	center;
Step
5: The	similarity	function	is	compared	and	then	estimated	again; 	
Step
6: Set	the	iteration	threshold	and	the	maximum	number	of	iterations,	and	if

the	condition	is	satisfied,	the	iteration	is	terminated.	Otherwise,	return	to
Step	2	to	continue	iterating.

	

The	code	for	MATLAB	is	shown	in	PROGRAMME	11.3.
PROGRAMME	11.3:	Object	Tracking	Based	on	MeanShift	Method









The	MeanShift	tracking	algorithm	is	implemented	and	the	experimental
results	are	analyzed.	For	the	sake	of	convenience,	the	two	sets	of	video
sequences	are	named	 	and	 ,	respectively.	In	the	experiment,	the	RGB

color	model	is	used	and	16	parts	of	each	component	are	quantized,	and	the	color
histogram	is	used	as	the	object	model.	Figure	11.5	shows	the	partial	tracking
results.





Fig.	11.5 	The	results	of	video	sequence	S1

In	the	video	sequence	S1,	the	object	is	the	white	human	body,	the	separability
of	the	object	and	the	background	is	relatively	high.	From	the	video	sequence
tracking	results,	it	can	be	seen	that	although	there	is	a	partial	occlusion	in	the
tracking	process,	the	positioning	of	the	object	is	somewhat	biased	in	the	95th
frame,	but	in	the	tracking	of	all	the	120	frames,	the	object	can	always	be	tracked
successfully	and	never	lose	the	object.	It	can	be	seen	from	the	experimental
results,	MeanShift	algorithm	for	the	object	and	background	differencing	in	the
scene,	showing	a	good	tracking	performance	(Fig.	11.6).





Fig.	11.6 	The	results	of	the	video	sequence	S2	tracks

In	the	sequence	S2,	the	green	player	and	the	court	color	is	very	similar,	that
is,	the	object	and	the	background	is	difficult	to	distinguish.	From	the	tracking
results	can	be	seen,	the	tracking	effect	is	unsatisfied,	tracking	box	gradually
deviate	from	the	center	of	the	object,	resulting	in	a	larger	tracking	bias,	and
ultimately	lost	the	object,	resulting	in	tracking	failure.

Comparing	with	the	results	of	the	tracking	in	S1	and	S2,	we	can	see	that	the
separability	of	the	object	and	the	background	is	critical,	it	determines	whether
the	MeanShift	algorithm	can	always	track	the	object	effectively	throughout	the
process.	The	classic	MeanShift	tracking	algorithm	is	used	to	track	the	object	of
color	information.	It	can	achieve	good	tracking	effect	on	the	obvious	difference
between	the	object	and	the	background.	However,	if	the	object	is	similar	to	the
background,	the	tracking	effect	is	not	ideal	and	will	cause	the	tracking	failure.
Therefore,	it	is	very	important	to	improve	the	performance	of	the	tracking
algorithm	by	choosing	a	distinguishing	feature	to	construct	the	object	model,	so
that	the	characteristics	of	the	object	and	the	background	are	obviously	different.

11.4	 Object	Tracking	Based	on	Particle	Filter
Particle	filter	theory	describes	an	effective	object	tracking	framework,	which
uses	particle	weighting	to	represent	the	posterior	probability	of	the	object	state.
Starting	from	 ,	the	system	is	initialized	to	determine	the	prior	probability

representation	of	the	object	state,	giving	the	initial	weights	to	each	particle.	At
the	next	moment,	the	state	prediction	transfer	is	carried	out	first,	and	each
particle	follows	the	state	transition	equation	to	carry	out	its	own	state
propagation.	Then,	the	observation	amount	of	the	new	state	is	obtained,	and	the
weight	of	each	particle	is	calculated	by	the	system	measurement	phase
(similarity	with	the	actual	state	of	the	object),	which	is	actually	the	process	of
updating	the	particle	state,	and	then	the	particles	are	resampled	to	continue	the
state	transition.

11.4.1	 Prior	Knowledge	of	the	Goal
The	goal	has	a	certain	a	priori	characteristics,	which	is	generally	considered	to
be	a	distinguishing	feature	of	other	goals,	in	other	words,	it	is	a	specified
descriptive	character	with	a	certain	semantics.	Different	feature	descriptions
determine	different	prior	probabilities	and	the	initial	state	of	each	particle	is	also
determined	by	this.	We	select	the	weighted	color	histogram	as	the	feature



determined	by	this.	We	select	the	weighted	color	histogram	as	the	feature
description	of	the	object	here.

The	object	area	is	found	in	the	first	frame	and	an	object	template	is	generated
to	obtain	the	initial	state	parameter	of	the	object,	which	represents	the	center	of
the	object	area,	indicating	the	width	and	height	of	the	object	area.	The	weighted
color	histogram	of	the	object	region	is	calculated	as	the	initial	template,	and	then
the	particle	set	is	distributed	near	the	initial	state	of	the	object.

11.4.2	 System	State	Transition
System	state	transition	is	the	propagation	of	particles,	which	refers	to	the	process
of	time	updating	of	the	state	of	the	object.	Because	of	the	independence
movement	trend	of	moving	object	is	generally	obvious,	the	particle	propagation
can	be	a	random	motion	process.	It	should	be	noted	that	the	state	transition
process	of	the	system	is	independent	of	the	observation	at	this	moment.	That	is
to	say,	this	step	is	to	“assume”	how	the	object	state	will	be	propagated.	It	is	the
propagation	process	of	priori	probability.	It	is	also	unknown	whether	the
propagation	of	each	particle	is	reasonable	and	needs	to	be	verified	in	the	next
“system	observation”	process.

The	propagation	of	particles	is	actually	the	propagation	of	the	parameters	of
a	particle.	In	the	first	frame,	a	set	of	particles	is	generated	within	a	certain	range
around	the	object.	When	reading	subsequent	frames,	these	particles	will	pass
through	the	state.

11.4.3	 System	Observation
After	the	“hypothesis”	of	the	propagation	of	the	object	state,	it	is	necessary	to
validate	it	with	the	acquired	observations	(time),	which	is	the	systematic
observation.	The	so-called	observation	is	the	resulting	k-th	frame	image
intuitive,	accurately	it	is	the	color	characteristic	extracted	after	the	processing	of
the	k-th	frame	image.	The	verification	of	system	state	transition	results	using
observations	is,	in	fact,	a	process	of	similarity	measurement.	Bhattacharrryya
similarity	coefficients	are	used	to	calculate	the	distance	between	the	color
histogram	of	each	particle	and	the	color	histogram	of	the	object	model.

	and	 	are	used	to	represent	the	color	histogram	of	the	known	object

template	and	the	object	image	to	be	selected,	respectively,	with	Bhattacharrryya
similarity	coefficients:

(11.12)



(11.12)
It	represents	the	similarity	between	 	and	 .	Here,	the	degree	of

similarity	between	the	object	template	and	the	candidate	region	is	measured
using	the	following	distance:

(11.13)
The	smaller	the	distance	d	in	the	above	equation,	the	closer	the	object	to	be

selected	is	to	the	actual	situation.	Since	each	particle	represents	a	possibility	of
the	object	state,	the	purpose	of	the	system	observation	is	to	give	a	larger	weight
to	the	particles	that	are	close	to	the	actual	situation,	and	to	give	a	smaller	weight
to	the	particles	that	differ	greatly	from	the	actual	situation.

After	measuring	the	similarity	distance,	the	weights	of	the	particles	are
distributed	by	the	Gaussian	function,	then	the	following	equation	is	obtained.

(11.14)

where	 	is	a	constant	and	d	is	a	Bhattacharyya	distance,	the	weight	of	the

particle	can	be	calculated	as	follows:

(11.15)

11.4.4	 Posterior	Probability	Calculation
The	posterior	probabilities	can	be	calculated	in	two	general	criteria.	One	is	the
maximum	posteriori	criterion.	That	is,	the	state	of	a	particle	of	maximum	weight
is	the	final	form	of	the	posterior	probability.	This	method	is	very	intuitive,
generally	speaking,	the	most	similar	one	has	the	highest	probability.	Another	is	a
weighted	criterion,	meaning	that	each	particle	depends	on	its	weight	size	to
determine	its	proportion	in	the	posterior	probability.	This	method	can	better
reflect	the	superiority	of	particle	filter	tracking.	The	final	result,	which	is	the
most	similar	share	of	the	largest	proportion,	is	determined	by	many	particles,	so
the	posterior	probability	is	smoother.	From	this	point	of	view,	the	weighted
criterion	is	superior	to	the	maximum	criterion,	so	the	weighting	criterion	is
adopted	in	the	process	of	implementing	particle	filter	tracking.

After	the	weight	of	each	particle	is	updated,	the	state	estimate	at	time	k	is
represented	by	the	weighted	sum	of	the	respective	particles.	As	is	shown	below:



(11.16)

(11.17)

where	 	represents	the	center	position	of	the	object	estimate	in	k-th

frame.

11.4.5	 Particle	Resampling
In	the	process	of	particle	propagation,	some	of	the	particles	deviate	from	the
actual	state	of	the	object	to	obtain	the	smaller	and	smaller	weights,	so	that	only	a
few	particles	have	a	large	weight,	resulting	in	a	large	number	of	calculations
wasted	on	these	small	weight	particles.	Although	these	small	weight	particles
also	represent	the	possibility	of	the	object	state,	the	possibility	is	too	small.	So,	it
should	be	ignored	and	the	focus	will	be	on	the	weight	of	some	of	the	larger
particles.

Resampling	can	alleviate	this	problem	to	some	extent.	In	the	resampled
particles,	the	larger	particles	produce	more	“offspring”	particles,	and	the	weight
of	the	particles	corresponding	to	the	“descendants”	particles	are	less,	and
“offspring”	particles	are	reset	to	the	same	weight.	This	process	can	be	described
as	a	black	box,	just	need	to	define	a	threshold.	When	the	weight	of	some
particles	below	the	threshold,	the	process	will	be	executed.	And	the	weight	of
the	particle	“offspring”	will	be	reset	to	ensure	that	the	number	of	particles
remains	constant	during	the	tracking	process.

11.4.6	 Implementation	Steps
Step
1:

Initialization,	in	time	of	 ,	sampling	N	evenly	distributed	particle	set	

	and	establish	the	object	model:

(11.18)



	
Step
2:

Observe	the	color	distribution

(a) Calculate	the	color	distribution	of	each	particle	in	the	particle	set	 :

(11.19)

	
(b) Calculate	the	similarity	of	each	particle	of	particle	set	 	to	the	object

template,	which	represents	Bhattacharyya	coefficient:

(11.20)

	
(c)

Calculate	the	probability	density	of	the	observed	values:

(11.21)

	

(d)
Calculate	the	weight	of	each	particle:

(11.22)

	

(e)
Normalized	weights:

(11.23)

	

	
Step
3:



3:
Resampling	according	to	the	weight	 	of	each	particle.

The	resampling	method	is	as	follows:

(a) Produce	a	uniformly	distributed	random	number	 	to	find

the	smallest	m	that	satisfies	the	following	formula:

(11.24)

	
(b)

Copy	the	sample	 . 	
	
Step	4:

State	Estimation
Calculate	the	weighted	average	state	

(11.25)

	

Figure	11.7	gives	the	algorithm	flow	chart.



Fig.	11.7 	The	flow	chart	of	moving	object	tracking	algorithm	based	on	particle	filter

The	code	based	on	importance	sampling	is	shown	in	PROGRAMME	11.4.
PROGRAMME	11.4:	Main	Program	of	Moving	Object	Tracking	Based

on	Importance	Sampling









Subroutine	rgbPDF.m	is	shown	in	PROGRAMME	11.5:



Subroutine	rgbPDF.m	is	shown	in	PROGRAMME	11.5:
PROGRAMME	11.5:	Subroutine	rgbPDF

In	order	to	verify	the	effectiveness	of	the	proposed	algorithm,	the	240	*	360,
70-frame	Sam	video	is	employed	in	the	laboratory	pedestrian	video	library.	It



shows	in	Fig.	11.8	that	the	tracking	results	are	more	accurate	in	most	cases.	But
in	the	second	frame	and	the	55th	frame,	the	position	of	the	tracking	object	is
slightly	deviated	as	shown	in	Fig.	11.8a,	f.	At	last,	the	algorithm	can
automatically	retrieve	the	object	area	and	recover	the	effective	tracking	in	the
subsequent	video	frame.	The	results	of	the	experiment	show	that	this	method	can
track	the	pedestrian	object	effectively,	also	it	can	recover	the	object	and	recover
the	tracking	when	the	tracking	is	incorrect	or	lost.	But	the	algorithm	has	high
complexity	and	costs	more	time.





Fig.	11.8 	Experimental	effect	drawings	of	the	algorithm

The	object	tracking	experiment	using	this	method	has	a	high	accuracy	and
stability	and	the	loss	of	tracking	is	less	likely	to	occur.	But	the	complexity	of	the
algorithm	is	relatively	high.	Also,	it	did	not	consider	the	case	of	moving	objects’
occlusion,	resulting	in	that	it	is	only	suitable	for	tracking	pedestrians	without
occlusion.

11.5	 Multiple	Object	Tracking
Multiple	Object	Tracking	(MOT)	[7]	plays	an	important	role	in	computer	vision.
MOT	is	to	locate	identify	and	yield	the	individual	trajectories	in	an	input	video.
The	objects	can	be,	for	example,	pedestrians	on	the	street,	vehicles	in	the	road,
sport	players	on	the	court,	or	of	animals	in	group.	Multiple	“objects”	could	also
be	viewed	as	different	parts	of	a	single	object.	In	this	section,	we	mainly	focus
on	the	research	of	pedestrian	tracking.	The	underlying	reasons	for	this
specification	are	threefold.	First,	by	comparing	to	other	common	objects	in	our
environment,	pedestrians	are	typical	nonrigid	objects,	which	are	the	ideal
examples	to	study	the	MOT	problem.	Second,	videos	of	pedestrians	arise	in	a
huge	number	of	practical	applications,	which	further	result	in	great	commercial
potential.	Third,	according	to	all	collected	data	by	the	author,	at	least	70%	of
current	MOT	research	efforts	are	devoted	to	pedestrians.

There	are	three	steps	in	MOT	procedure:	detection,	prediction,	and	data
association.

Detection:	Selecting	the	appropriate	approach	to	detect	objects	of	interest
depends	on	what	you	want	to	track	and	whether	the	camera	is	stationary.

Prediction:	To	track	an	object	over	time	means	that	you	must	predict	its
location	in	the	next	frame.	The	simplest	method	of	prediction	is	to	assume	that
the	object	will	move	to	the	area	near	the	previous	location.	In	other	words,	the
previous	detection	serves	as	the	next	prediction.	This	method	is	especially
effective	for	high	frame	rates.	However,	it	may	fail	the	prediction	for	those
objects	which	move	at	varying	speeds,	or	when	the	frame	rate	is	low	relative	to
the	speed	of	the	object	in	motion.

Data	association:	It	is	the	process	of	associating	detections	corresponding	to
the	same	physical	object	across	frames.	The	temporal	tracking	of	a	particular
object	consists	of	multiple	detections,	and	is	called	a	track.	A	track
representation	can	include	the	entire	history	of	the	previous	locations	of	the
object.	Alternatively,	it	can	consist	only	of	the	object’s	last	known	location	and
its	current	velocity.



its	current	velocity.
This	example	shows	how	to	perform	automatic	detection	and	motion-based

tracking	of	moving	objects	in	a	video	from	a	stationary	camera.
Detection	of	moving	objects	and	motion-based	tracking	are	important

components	of	many	computer	vision	applications,	including	activity
recognition,	traffic	monitoring,	and	automotive	safety.	The	solution	of	motion-
based	object	tracking	can	be	divided	into	two	parts:	Detecting	moving	objects	in
each	frame.

Associating	the	detections	corresponding	to	the	same	object	over	time.
The	detection	of	moving	objects	uses	a	background	subtraction	algorithm

based	on	Gaussian	mixture	models.	Morphological	operations	are	applied	to	the
resulting	foreground	mask	to	eliminate	noise.	Finally,	blob	analysis	detects
groups	of	connected	pixels,	which	are	likely	to	correspond	to	moving	objects.

The	association	of	detections	to	the	same	object	is	solely	based	on	motion.
The	motion	of	each	track	is	estimated	by	a	Kalman	filter	[8].	The	filter	is	used	to
predict	the	track’s	location	in	each	frame,	and	determine	the	likelihood	of	each
detection	being	assigned	to	each	track.

Track	maintenance	becomes	an	important	aspect	of	this	example.	In	any
given	frame,	some	detections	may	be	assigned	to	tracks,	while	other	detections
and	tracks	may	remain	unassigned.	The	assigned	tracks	are	updated	using	the
corresponding	detections.	The	unassigned	tracks	are	marked	invisible.	An
unassigned	detection	begins	a	new	track.

Each	track	keeps	count	of	the	number	of	consecutive	frames,	where	it
remained	unassigned.	If	the	count	exceeds	a	specified	threshold,	it	can	be
assumed	that	the	object	has	left	the	field	of	view	and	the	track	will	be	deleted.





















This	example	[9]	creates	a	motion-based	system	for	detecting	and	tracking
multiple	moving	objects.	Try	using	a	different	video	to	see	if	you	are	able	to
detect	and	track	objects.	Or	modifying	the	parameters	for	the	detection,
assignment,	and	deletion	steps	(Fig.	11.9).



Fig.	11.9 	The	results	of	motion-based	multiple	object	tracking,	a	result	of	pedestrians	tracking;	b	binary
result	of	pedestrians	tracking



The	tracking	in	this	example	is	solely	based	on	motion	with	the	assumption
that	all	objects	move	in	a	straight	line	with	constant	speed.	When	the	motion	of
an	object	significantly	deviates	from	this	model,	the	example	may	produce
tracking	errors.	Notice	the	mistake	in	tracking	the	person	who	is	occluded	by	the
tree.

The	likelihood	of	tracking	errors	can	be	reduced	by	using	a	more	complex
motion	model,	such	as	constant	acceleration,	or	by	using	multiple	Kalman	filters
for	each	object.	Also,	you	can	incorporate	other	cues	for	associating	detections
over	time,	such	as	size,	shape,	or	color.
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This	chapter	briefly	introduces	the	background	reading	of	scene	classification
and	two	topic	models:	LDA	model	and	Topic	Model	using	Belief	Propagation
(TMBP).	In	Sect.	12.2,	there	are	two	TMBP	based	on	factor	graph	and	fusion
porior	knowledge.	Moreover,	we	present	the	dynamic	scene	classification	based
on	TMBP	and	the	Behavior	Recognition	based	on	LDA	topic	model.

12.1	 Overview
Due	to	the	massive	deployment	of	video	surveillance	system,	the	contents	of	the
dynamic	scene	get	more	complex	which	brings	a	challenge	for	the	manual
management	of	the	video	scene.	In	other	words,	it	is	impossible	to	classify	and
label	millions	of	the	video	manually	due	to	the	high-cost	of	the	required	labor
force.	Therefore,	it	is	necessary	to	classify	the	scene	automatically	depending	on
the	video	contents	by	using	computer	science.

Scene	classification	refers	to	the	specific	meaning	of	the	image	data	which	is
set	for	automatic	labeling.	Fast	and	accurate	classification	of	dynamic	scenes	has
become	a	keen	topic	in	the	unsupervised	model.	The	use	of	dynamic	scene
classification	which	can	assist	in	manual	labeling	and	the	management	of	digital
image	data	provide	support	for	a	deeper	level	of	digital	video	analysis.	This
chapter	focuses	on	the	dynamic	scene	and	takes	the	visual	lexicon––semantic
theme	and	modeling—dynamic	scene	semantic	classification	as	the	main	line.	It
includes	the	construction	of	dynamic	scene	visual	dictionary,	the	subject	model
modeling	of	message	passing	based	on	prior	knowledge,	and	the	realization	of
dynamic	scene	semantic	classification.There	are	two	main	types	of	dynamic
scene	classification:	tracking-based	and	feature	extraction	based	classification.

The	basic	idea	of	the	tracking	method	is	to	track	the	moving	objects	in	the
dynamic	scene	and	get	its	trajectory.	Dynamic	scene	classification	is	realized	by
analyzing	the	trajectory.	The	method	first	performs	target	detection	and	tracking
on	the	video,	and	the	detection	result	triggers	the	tracking	by	forcibly	detects	the
tracking	trajectory;	with	the	passage	of	time,	the	tracking	trajectory	effectively
update	the	tracking	route	to	improve	the	detection	effect;	finally,	implement	the
dynamic	scene	classification	through	the	analysis	of	the	trajectory.	The	dynamic
scene	classification	algorithm	based	on	feature	extraction	can	be	divided	into
two	levels	according	to	the	feature	extraction	strategy:	scene	classification	using
low-level	visual	features	and	scene	classification	using	middle-level	semantics.
Scene	classification	using	low-level	visual	features:	first,	extract	the	underlying
features	of	the	dynamic	scene,	such	as	color,	texture	and	shape,	and	then
combine	these	features	with	supervised	training	methods,	such	as	the	quantized
feature	as	the	input	of	the	probability	statistical	model,	complete	the
classification	of	dynamic	scenes.	Commonly	used	probably	statistical	models	are



classification	of	dynamic	scenes.	Commonly	used	probably	statistical	models	are
LDA,	HDP	and	so	on.	The	dynamic	scene	classification	algorithm	based	on
feature	extraction	is	not	concerned	with	the	single	moving	target	in	the	scene
comparing	with	the	dynamic	scene	classification	method	on	tracking,	but	it
focuses	on	the	movement	trend	in	the	whole	scene.	The	dynamic	scene
classification	algorithm	based	on	feature	extraction	shows	a	better	classification
effect	for	complex	scenes	where	contains	more	motion	targets	or	have	occlusion.

12.2	 Introduction	to	the	Topic	Models
Topic	model	is	a	statistical	model	for	analyzing	large-scale	data,	its	ideas
originating	potential	semantic	analysis	presented	by	Deerwester	et	al.	in	1990,
they	constructed	a	new	Latent	Semantic	space	using	the	Singular	Value
Decomposition	(SVD)	method	so	as	to	achieve	the	effect	of	reducing	dimension.
In	1999,	Hofmann	et	al.	proposed	a	Probabilistic	Latent	Semantic	Analysis
(PLSA)	model	based	on	LSA.	The	model	introduces	the	representation	of
probability	and	simulates	the	generation	of	words	in	documents	by	a
probabilistic	model.	In	2003,	D.	M.	Blei	et	al.	Extended	the	PLSA	based	on	a
random	implicit	variable	satisfying	the	Dirichlet	distribution	to	represent	the
subject	probabilistic	distribution	of	the	document,	resulting	in	a	more	complete
probability	generation	model	LDA	(Latent	Dirichelet	Allocation,	LDA).	LDA
model	parameters	are	all	random	variables,	only	two	external	control	parameters
achieve	a	fully	complete	probability.	It	is	an	unsupervised	learning	model.	At
present,	the	mainstream	algorithms	for	solving	LDA	model	are	Variational
Bayes	(VB),	Gibbs	Sampling	(GS)	and	Belief	Propagation	(BP).

12.2.1	 LDA	Model
The	LDA	model	generates	the	probability	model	of	the	sample,	and	then
classifies	by	the	probability	model	of	the	sample.	It	is	based	on	the	Bag-of-
Words	(BOW)	model	assumption	that	the	text	is	regarded	as	a	set	of	unordered
words,	ignoring	the	syntax	and	the	order	of	the	words.	The	graph	representation
of	the	LDA	model	is	shown	in	Fig.	12.1.



Fig.	12.1 	Image	representation	of	LDA	model

The	LDA	model	is	a	three-level	Bayesian	model.	The	black	nodes	in	the
figure	represent	observable	variables,	other	nodes	are	potential	variables,	K	is
the	number	of	topics,	N	is	the	number	of	vocabularies	in	the	current	document,
and	D	is	the	number	of	documents.	At	the	word	layer,	there	are	two	variables,	

	and	 ,	representing	the	word	 	of	the	nth	document	and	the	subject	tag	

of	the	word.	At	the	document	level,	T	has	 	and	two	variables,	T	is	a	matrix	of	

	(v	is	the	dimension	of	the	word),	and	each	row	represents	the	vocabulary

distribution	of	a	topic.	 	is	a	matrix	of	 ,	each	row	representing	the

subject	probability	distribution	of	a	document;	at	the	corpus	level,	 	and	 	are

the	two	Dirichlet	distributions	of	the	superparinehyperparameter.	As	can	be	seen
from	Fig.	12.1,	there	is	only	one	observable	variable	 	in	the	model,	others	are

potential	variables.	The	variables	defined	in	the	model	are	given	in	Table	12.1.
In	this	generation	model,	the	document	is	treated	as	a	potential	mixture	of

subjects,	each	of	which	is	determined	by	the	characteristics	of	the	lexical
distribution.	The	basic	idea	of	the	LDA	model	is	described	as	follows:

1.
Determine	the	subjective	distribution	of	the	document; 	

2.
Select	the	theme	according	to	the	theme	distribution; 	

3.
According	to	the	selected	theme	to	determine	the	theme	of	the	word
distribution;

	
4.

Select	the	word	according	to	the	theme	distribution	and	word	distribution. 	
This	is	the	process	of	a	word	generation.	Therefore,	that	is,	the	completion	of	a
word	generation	process,	repeat	step	2	to	step	4	to	generate	the	document	with



word	generation	process,	repeat	step	2	to	step	4	to	generate	the	document	with
length	of	the	repeated	times.

	is	a	 	random	line	vector	 ,	 	and	

,	the	physical	meaning	is	the	distribution	of	the	subject

of	the	current	document,	i.e.	 	indicates	the	probability	that	the	subject	 	will

appear	on	the	current	document.	Thus	 	satisfies	the	Dirichlet	distribution,

where	 	is	the	hyperparameter	of	the	distribution,	i.e.	 .	This

corresponds	to	step	1.
	represents	the	subject	of	the	current	word,	in	the	subject	set	T	to	take	K

discrete	values.	 	is	given	 	when	the	conditional	distribution	of	z,	with	the

function	of	the	expression	is	relatively	simple,	the	direct	use	of	 	as	a

probability	value:	 ,	i.e.	the	probability	that	z	is	the	 -

topic	is	 .	This	corresponds	to	step	2.

If	V	is	used	to	represent	the	number	of	words	in	the	vocabulary,	 	is	the

row	vector	 	of	 ,	 	and	 ,	the

physical	meaning	is	the	word	distribution	of	the	current	topic,	that	is,	

represents	the	probability	that	the	word	W	appears	on	the	current	subject.	So	it
satisfies	the	Dirichlet	distribution,	 	is	the	super	parameter	of	the	distribution,

i.e.	 .	This	corresponds	to	step	3.

W	represents	the	word,	it	is	a	discrete	random	variable,	in	the	vocabulary	V
to	take	 	discrete	values.	 	represents	the	occurrence	of	W	after	the

subject	z	is	determined	and	given	the	probability	distribution	of	the	word
appearing	under	the	subject.	This	corresponds	to	step	4.

It	is	clear	from	the	above	description	that	the	generation	process	of	the	LDA
generation	model	is	the	theme	of	the	first	generation,	and	then	the	specific	word
is	generated	according	to	the	probability	distribution	of	the	word	under	the
subject.	The	probability	of	generating	an	LDA	model	can	be	expressed	as:



(12.1)
The	process	of	LDA	modeling	of	the	obtained	word	document	data	is	based

on	the	final	word	distribution	information,	and	the	parameters	in	the	LDA	model
are	deduced.	All	the	parameters	in	the	model	are	obtained	by	iterative	learning	of
the	training	data,	especially	 	and	 ,	these	two	parameters	are	the	key	to	infer

the	subject	of	the	test	document	after	modeling.
The	parameters	learning	of	LDA	model	mainly	includes	Variational

Bayesian	(VB)	and	Gibbs	Sampling	(GS).	The	basic	idea	of	the	VB	algorithm	is
to	use	an	approximate	lower	bound	function	to	continually	approximate	the
posterior	probability	of	the	solution.	In	theory,	the	VB	algorithm	is	more
accurate	than	the	GS	algorithm,	but	in	the	actual	operation,	the	VB	algorithm
introduces	a	more	complex	function	operation	significantly	resulting	in	the	time
complexity	of	the	algorithm	increases,	even	sometimes	as	the	GS	algorithm.	The
basic	idea	of	the	GS	algorithm	is	to	scan	each	word	W	and	then	sample	a	subject
tag	z	from	the	posterior	probability	 	and	multiply	the	iteration	until	it

converges	to	output	the	parameters	to	be	estimated.	In	theory	 	will

converge	to	the	true	posterior	probability	distribution.	The	process	of	Gibbs
sampling	in	the	LDA	model	is	shown	in	Fig.	12.2.

Fig.	12.2 	The	process	of	Gibbs	sampling	in	LDA	model

GS	algorithm	convergence	is	very	slow;	usually,	in	practice,	there	is	need	to
scan	the	document	data	500–1000	times	to	reach	the	convergence.	In	addition,
GS	needs	to	scan	each	word.	In	the	text	classification,	the	scanning	time	cost	of
the	words	will	increase	which	depends	on	the	quantity	of	the	words	of	the



the	words	will	increase	which	depends	on	the	quantity	of	the	words	of	the
document.

12.2.2	 TMBP	Model	Based	on	Factor	Graph
The	TMBP	model	belongs	to	the	LDA	model.	However,	in	order	to	facilitate	the
reasoning	and	parameter	learning,	the	LDA	model	needs	to	be	transformed	into
the	equivalent	factor	graph,	and	then	the	Belief	Propagation	(BP)	algorithm	is
used	to	reason,	this	approach	greatly	improves	the	learning	speed	of	the	model.
The	factor	diagram	is	shown	in	Fig.	12.3.	The	definition	of	the	variables	in	the
factor	graph	is	shown	in	Table	12.2.

Fig.	12.3 	The	TMBP	model	is	represented	by	a	factor	graph

In	Fig.	12.3,	the	factors	 	and	 	are	represented	by	boxes,	and	their

connection	variables	 	are	represented	by	circles.	In	contrast	to	Fig.	12.1,	at

the	word	layer,	the	original	variables	 	and	 	are	merged	into	a	variable	 ;

	indicates	the	subject	tag	where	the	word	w	in	document	d	is	located.	At	the

document	level,	there	are	factor	variables	 	and	 ,	which	represent	the

distribution	of	the	theme	distribution	corresponding	to	the	specified	document
and	the	corresponding	word	list,	and	their	neighbor	variables	are	 	and	

,	respectively,	as	shown	in	Fig.	12.1.	 	is	the	subject	label	of	all	the

word	indexes	except	for	the	word	w	in	the	document	d,	 	is	the	subject	tag

of	the	word	w	except	for	the	word	in	the	document	d;	in	the	corpus	layer	to
retain	 	and	 	two	super-parameters,	used	to	control	the	document	layer	 	and



	variables,	and	Fig.	12.1	is	also	the	same.

Figures	12.1	and	12.3	equivalent	mainly	for	the	following	two	reasons:

1.
Have	the	same	neighbor	system.	Because	the	hidden	variables	of	the
connection	are	the	same.

	
2. In	the	factor	diagram,	the	corresponding	penalty	function	or	set	potential

function	is	defined	to	implement	the	three	essential	assumptions	of	the
subject	model:

(1)
The	same	document	in	the	same	word	index	tends	to	give	them	the
same	theme;

	
(2)

The	same	word	index	in	different	documents	also	tends	to	give	the
same	subject;

	
(3)

All	word	indexes	cannot	be	given	the	same	subject. 	

	
The	confidence-based	reasoning	BP	algorithm	in	the	TMBP	model	does	not
provide	an	accurate	solution	to	the	problem-based	reasoning	problem	of	the
structural	tree	factor,	rather	than	the	approximate	reasoning	process	of	the	factor
graph	through	the	cyclic	process.	It	does	not	directly	calculate	the	posterior
distribution	 ,	but	rather	calculates	its	joint	probability	 ,	also

known	as	message	 .	The	message	is	passed	from	the	variable	which	is

connected	to	the	factor	to	the	corresponding	factor	node.	All	the	incoming
messages	are	localized	by	the	factor	node,	and	the	message	is	passed	to	the
relevant	variable	by	the	factor	node.	Repeat	this	until	the	convergence	or
iteration	is	terminated.	According	to	Fig.	12.3,	the	message	is	obtained	by	the
neighbor	node:

(12.2)
The	arrows	in	Fig.	12.3	indicate	the	direction	of	transmission	between

messages,	where	 .	Similarly,	 .

The	message	passed	from	the	factor	to	the	variable	is	a	stack	of	messages	that



are	passed	into	all	the	neighbor	variables	and	multiplied	by	the	corresponding
setpoint	function:

(12.3)

(12.4)

In	practical	applications,	the	Eqs.	(12.3)	and	(12.4)	cause	the	calculated
incoming	message	value	to	be	close	to	zero.	In	order	to	avoid	this	phenomenon,
the	incoming	message	is	generally	used	and	the	calculated	operation	is
substituted	for	the	calculation	of	the	product.	Since	the	sum	of	the	corresponding
sum	increases	as	the	product	of	the	multiplication	of	the	two	numbers	increases.
Equations	(12.3)	and	(12.4)	are	transformed	into	Eqs.	(12.5)	and	(12.6):

(12.5)

(12.6)

In	the	Markov	model,	it	is	usually	based	on	the	current	all	the	prior	knowledge
of	the	local	topic	of	the	label,	and	set	the	corresponding	set	of	potential	function.
The	TMBP	model	is	defined	as	follows:

(12.7)

(12.8)

According	to	Eq.	(12.7),	the	incoming	message	will	normalize	all	the	 	on

the	document.	The	normalized	operation	eliminates	the	independence	of	the
documents.	The	incoming	message	is	normalized	according	to	the	words	in	the
word	list	by	Eq.	(12.8).	To	simplify	the	formula:	



.	The	messages	from	the	Eqs.	(12.2)	to

(12.8)	are	updated	as	follows:

(12.9)
For	the	updated	message,	it	is	also	necessary	to	normalize	the	dimension	of

the	subject,	that	is:	 .	And	then	fixed	the	updated	message

parameters	 ,	The	parameters	 	and	 	are	updated	using	Eqs.	(12.10)

and	(12.11)	respectively	until	the	iteration	ends:

(12.10)

(12.11)

The	flow	of	the	entire	BP	algorithm	is	described	in	Table	12.3.	In	the	input
parameter,	K	is	the	number	of	classification	subjects,	T	is	the	maximum	number
of	iterations,	 	and	 	are	calculated	as	the	known	quantity.	The	output

parameter	 	is	the	matrix	of	 ,	and	records	the	probability	that	all

documents	appear	on	the	corresponding	subject.	 	is	the	matrix	of	 ,

and	stores	the	probability	that	all	words	appear	on	the	corresponding	subject.

Table	12.1 	Variables	defined	in	the	LDA	model

Variables Definition

K Number	of	topics

D Number	of	documents

The	number	of	vocabularies	in	the	document	D

Word	w	in	the	document	D

Superparine	of	Dirichlet	distribution

Superparine	of	Dirichlet	distribution



The	subject	tag	of	the	word	w	in	the	document	D

Probability	distribution	of	vocabulary	in	topic	K

The	probability	distribution	of	the	subject	in	the	document	D

Table	12.2 	Variables	defined	in	the	TMBP	model

Variable Definition

Document	index

Word	index	in	the	word	list

Subject	index

Word	bag

The	subject	of	the	word	label

The	subject	tag	of	all	the	word	index	in	document	d	except	the	word	w

The	subject	label	of	word	w	for	all	documents	except	the	document	d

Superparine	of	Dirichlet	distribution

Superparine	of	Dirichlet	distribution

The	factor	of	word	w

The	factor	of	document	d

In	general,	hyperparameters	 	and	 	determine	the	sparseness	of	 	and	 ,

and	have	a	certain	effect	on	the	results	of	the	model.	However,	in	order	to
simplify	the	model,	it	is	assumed	that	the	hyperparameters	are	symmetric	in	the
original	LDA	model,	which	is	still	used	in	the	TMBP	model	and	its	value	is
being	provided	as	a	priori	knowledge.	In	order	to	reduce	the	complexity	of	the
reasoning	in	the	entire	LDA	model,	the	hyperparameters	of	the	symmetric
Dirichlet	distribution	are	fixed.



12.2.3	 TMBP	Model	Fusing	Prior	Knowledge
In	the	previous	LDA	model,	the	information	of	the	only	observable	variable	is
not	preprocessed,	and	it	only	used	the	frequency	of	the	word	in	the	document	as
the	input	of	the	model.	In	the	dynamic	scene,	there	is	meaningless	or	redundant
in	visual	word,	if	we	apply	LDA	or	TMBP	to	dynamic	scene	classification,	we
need	to	consider	that	the	visual	word	on	the	expression	of	the	subject	is
meaningful.	Therefore,	we	extend	the	original	TMBP	model	using	the	metric	of
the	visual	word	prior	knowledge.

In	the	TMBP	model,	if	the	prior	knowledge	of	the	word	is	added,	the
reasoning	result	of	the	model	is	more	in	line	with	human	thinking.	The	subject
matter	of	the	document	is	derived	from	the	frequency	of	the	word.	If	the	word
can	be	given	the	weight	according	to	the	importance	of	the	word.For	example,
for	the	meaningless	or	irrelevant	words	of	the	subject,	a	lower	weight	is	given,
and	accordingly,	the	larger	word	that	contributes	to	the	topic	gives	them	a	larger
weight,	which	will	provide	the	reasoning	for	the	next	word	an	effective	prior
knowledge.	Therefore,	we	try	to	add	the	knowledge	of	Term	Frequency	Inverse
Document	Frequency	(TF-IDF)	as	a	priori	knowledge	of	visual	words	to	the
TMBP	model.	After	the	TMBP	model	is	expanded,	the	Knowledge-TMBP
model	is	shown	in	Fig.	12.4.

Table	12.3 	BP	algorithm



Fig.	12.4 	Knowledge-TMBP	graph	model

Compared	to	the	TMBP	model,	The	only	changes	of	the	model	is	one	

node.	The	node	represents	a	priori	knowledge	of	the	word	weight.	The	prior
knowledge	is	calculated	from	the	TF-IDF,	i.e.,	the	inverse	frequency	of	the
word.	TF-IDF	is	used	to	determine	the	probability	that	a	word	is	in	a	particular
document	compared	to	all	document	libraries.	In	short,	this	calculation
determines	the	relevance	of	a	given	word	in	a	particular	document.	If	a	word
appears	in	a	document	or	a	small	part	of	the	document,	the	word	tends	to	be
given	a	higher	TF-IDF	value,	and	accordingly,	the	words	that	appear	in	most	or



all	of	the	documents	tend	to	be	given	a	Low	TF-IDF	value.	Of	course,	TF-IDF
has	many	methods	of	calculation,	but	all	the	methods	are	calculated	by	the
following	method.	Given	a	document	library	D,	one	of	the	documents	as	d,	TF-
IDF	is	calculated	as	follows:

(12.12)
where	 	is	the	frequency	at	which	the	word	w	appears	in	document	d,	D	is	the

number	of	documents	in	the	entire	document	library,	and	 	represents	the

number	of	documents	in	which	the	word	w	appears.	The	meaning	of	each
variable	in	the	new	model	is	shown	in	Table	12.4.
Table	12.4 	The	variables	defined	in	knowledge-TMBP	model

Variable Definition

Document	index

Word	index	in	the	word	list

Subject	index

Word	bag

The	subject	of	the	word	label

The	prior	knowledge	of	the	word	weight

The	subject	of	all	the	word	index	in	document	d	except	the	word	w

The	word	w	is	the	subject	label	for	all	documents	except	the	document	d

Superparine	of	Dirichlet	distribution

Superparine	of	Dirichlet	distribution

The	factor	of	word	w

The	factor	of	document	d



12.3	 Dynamic	Scene	Classification	Based	on	TMBP
The	process	of	dynamic	scene	classification	based	on	the	topic	model	is	actually
the	subject	of	the	maximum	probability	of	finding	the	video	file.	The	main	steps
are	as	follows:

(1)
The	video	is	processed	as	an	image	sequence	

For	the	input	video,	first	of	all,	dealing	with	a	single	frame	of	the	image
sequence,	in	which	key	frames	can	be	appropriate	to	intercept.	On	the	one	hand,
it	can	help	reduce	the	amount	of	data	to	facilitate	the	later	calculation;	on	the
other	hand,	if	the	difference	between	the	two	frames	is	small,	the	movement	will
be	too	small,	the	motion	information	is	more	likely	to	be	extracted,	so	the
selection	of	the	key	frame	also	helps	to	extract	the	motion	information	between
the	two	frames.	There	are	many	ways	to	select	keyframes.	There	are	common
methods	of	selecting	a	frame	directly	in	the	video	time	series,	and	other	adaptive
key	frame	extraction	methods.	By	extracting	the	key	frame,	the	input	video	can
be	transformed	into	an	image	with	a	time	series.

(2)
Extract	the	gray	difference	feature	of	adjacent	frames	
Paired	two	adjacent	frames,	the	next	frame	minus	the	previous	frame,	get	a

differential	image.	Then	a	100-dimensional	eigenvector	is	formed	by	dividing
the	difference	image	into	a	100-dimensional	eigenvector,	plus	the	average	gray
value	of	the	image	block	to	obtain	a	101-dimensional	eigenvector.	This	vector	is
used	as	motion	information	to	describe	the	dynamic	scene.

(3)
Visual	word	generation	
Each	feature	map	is	described	as	a	72-dimensional	feature	vector.	And	then

cluster	the	feature	vector	using	the	K-means	clustering	method	to	generate	the
visual	word	dictionary,	and	the	clustering	center	is	the	visual	word.

(4)
Modeling	with	the	topic	model	
Doing	statistics	of	each	training	video	frequency	according	to	the	visual

dictionary,	representing	each	dynamic	scene	file	with	the	word	frequency,	and
then	using	the	topic	model	for	dynamic	scene	modelling.	After	training,	we	can
get	the	probability	distribution	of	the	corresponding	visual	word	corresponding



get	the	probability	distribution	of	the	corresponding	visual	word	corresponding
subject	and	the	probability	distribution	of	the	corresponding	subject	of	the	video.

(5)
Test	
For	the	test	data,	the	video	is	first	processed	as	a	key	frame	image	sequence.

After	obtaining	the	key	frame,	extract	the	grayscale	difference	feature	of	the
adjacent	key	frame	calculate	the	Euclidean	distance	between	the	extracted
feature	and	the	gray	scale	difference	feature	corresponding	to	each	visual	word
in	the	visual	dictionary,	and	then	use	the	nearest	visual	word	to	represent	the
image	frame	in	the	video.	Finally,	represent	dynamic	scene	video	of	the	test	is
expressed	as	the	word	frequency	table	of	the	visual	word	into	the	model,	and	test
the	probability	distribution	of	the	corresponding	word	of	the	visual	word
obtained	in	the	training	is	tested.

(6)
The	processing	of	the	model	output	results	
Through	the	test,	the	model	will	output	the	probability	distribution	of	each

test	data	for	each	subject,	select	the	topic	with	the	maximum	probability	as	the
subject	category	of	the	dynamic	scene.

Figure	12.5	shows	the	flow	chart	of	dynamic	scene	classification	based	on
TMBP	algorithm.



Fig.	12.5 	Dynamic	scene	classification	based	on	the	topic	model	implementation	flow	chart

The	MATLAB	source	program	for	dynamic	scene	classification	based	on
TMBP	algorithm	is	shown	in	PROGRAMME	12.1	to	PROGRAMME	12.4.

PROGRAMME	12.1:	Extract	keyframes





PROGRAMME	12.2:	Extract	the	gray	difference	feature





PROGRAMME	12.3:	All	the	extracted	grayscale	differential	features
are	clustered	to	form	visual	words







PROGRAMME	12.4:	Count	the	word	frequency	matrix	of	all	video	files





For	the	test	video,	the	process	of	key	frame	extraction	is	same	as	the
grayscale	difference	feature	extraction.	The	process	of	calculating	the	visual
word	does	not	use	K-means	clustering,	but	find	the	corresponding	visual	word
with	visual	dictionary	after	corresponding	training.The	code	is	shown	in
PROGRAMME	12.5.

PROGRAMME	12.5:	Testing	process







PROGRAMME	12.6:	Visual	word	weight	calculation

PROGRAMME	12.7:	Training	and	testing	of	thematic	models





We	conducted	an	experiment	of	14	categories	of	videos	with	dynamic	image
library	Dynamic_Scenes,	namely	ocean,	sky-clouds,	snowing,	waterfall,
fountain,	forest	fire,	beach,	highway,	elevator,	lighting,	storm,	railway	windmill
farm,	rushing	river.	Each	category	contains	30	videos,	the	location	of	the	camera
in	the	video	is	fixed,	the	dynamic	information	in	the	video	is	mainly	the	scene
content	of	the	movement.	An	example	of	a	partial	dynamic	scenario	is	shown	in
Fig.	12.6.





Fig.	12.6 	Dynamic_scenes	dynamic	scene	example

In	order	to	verify	the	effect	of	Knowledge-TMBP	and	other	thematic	models
on	the	dynamic	scene	classification	results,	7	categories	of	scenarios	are
selected,	namely	Sky-clouds,	Waterfall,	Fountain,	Forest	Fire,	Beach,	Highway,
Elevator.	Experimental	hardware	environment	including:	Windows	7,	Pentium	4
processor,	clocked	at	2.8G,	memory	for	4G.	The	code	runtime	environment	is:
MATLAB	2013a.	The	visual	words	are	established	by	using	the	grayscale
features	of	the	difference	graphs	of	simple	video	frames,	and	experiments	are
carried	out	in	PLSA,	GS-LDA,	TMBP	and	Knowledge-TMBP	models
respectively.	The	training	time	is	shown	in	Table	12.5.	Although	the	prior
knowledge	of	the	word	is	added,	the	training	time	will	be	slightly	longer	than
that	of	the	TMBP	model,	but	it	is	better	than	the	training	time	of	the	PLSA
model	and	the	GS-LDA	model.	The	classification	performance	of	the	four
models	is	evaluated	by	four	evaluation	criteria:	precision(P),	accuracy(ACC),
recall(R),	and	F-measure(F).	The	classification	performance	of	the	four	models
is	shown	in	Fig.	12.7a.	The	graph	is	the	classification	precision(P)	of	the	four
models;	Fig.	12.7b	is	the	classification	of	four	types	of	recall	rate(R)
comparison;	Fig.	12.7c	is	the	classification	of	the	four	models	F-measure(F)
comparison;	Fig.	12.7d	is	the	classification	accuracy	of	the	four	models	ACC
comparison;	Fig.	12.7e	is	the	comparison	of	the	four	standard	evaluation	criteria.
It	can	be	seen	from	the	data	in	Fig.	12.7	that	the	TMBP	model	with	a	priori
knowledge	is	5%	higher	than	the	original	LDA	model,	the	recall	rate	is	increased
by	6%,	the	F-measure	is	improved	by	6%,	and	the	classification	accuracy	is
improved	2%.

Table	12.5 	Comparison	of	training	time	for	four	models

	 PLSA GS-LDA TMBP Knowledge-TMBP

Training	time	t/s 15513.7405 651.0008 355.4706 367.7502





Fig.	12.7 	Comparison	of	classification	performance	of	four	models

12.4	 Behavior	Recognition	Based	on	LDA	Topic
Model
The	main	process	of	behavior	recognition	includes:	1.	Detect	points	of	interest	in
the	image	or	video.	2.	Use	some	features	to	describe	the	information	around	the
points	of	interest.	3.	Use	the	clustering	algorithm	to	cluster	the	generated
features	and	then	take	the	clustering	center	as	the	visual	word.	4.	Use	the
classification	model	to	classify	the	generated	visual	words.	The	process	is	shown
in	Fig.	12.8.

Fig.	12.8 	Character	behavior	identification	framework

For	the	input	video,	first	calculate	the	significant	figure	to	obtain	the	person
foreground	area,	then	calculate	the	threshold	matrix	according	to	the	saliency
value	and	the	foreground	region,	and	carry	out	the	point	detection	according	to
the	threshold	matrix;	After	extracting	the	points	of	interest,	the	surrounding	3D-
SIFT	feature	and	the	HOOF	feature	of	the	whole	frame	image	are	calculated,
then	the	two	features	are	merged	and	the	visual	word	dictionary	is	generated	by
spectral	clustering.	Finally,	the	TMBP	model	is	used	to	classify	the	generated
visual	words	and	identify	the	characters	in	the	video.	The	implementation	of	the
behavioral	recognition	based	on	the	topic	model	is	as	follows:

1.
GBVS	significant	graph	generation 	

A	significant	image	is	actually	a	simulation	of	human	visual	behavior	to	find
out	the	image	of	the	observer	attention	to	the	target.	Compared	with	the	original
image,	a	significant	figure	highlights	the	target,	weakening	the	background.	The



image,	a	significant	figure	highlights	the	target,	weakening	the	background.	The
Itti	method	is	a	more	classic	visual	attention	model,	which	is	applied	to	the
analysis	of	real	scene	images	and	obtains	experimental	results	closer	to	human
visual	perception.	However,	in	the	case	of	complex	scenes,	there	are	still	some
gaps	between	the	results	of	the	method	and	the	human	eye	to	observe	the	actual
goal.	Graph-Based	Visual	Saliency	(GBVS)	method	is	an	improved	model	of
Itti,	which	is	simpler	and	more	bionic.

For	a	given	input	image	GBVS	model,	the	corresponding	feature	map	is
firstly	calculated	and	then	consider	each	pixel	of	the	feature	map	on	each	pixel
(which	can	be	patch)	as	a	node	of	the	map.	The	edge	between	nodes	represents
the	difference	between	any	two	nodes,	and	the	difference	is	defined	as	follows:

(12.13)

(12.14)

(12.15)

where	 	indicates	the	eigenvalue	represented	by	pixel	 ,	and	

indicates	the	eigenvalue	represented	by	pixel	 .	 	is	the

distance	between	two	points,	given	by	Eq.	12.13,	F	is	given	by	Eq.	12.15	and	
	is	the	difference	between	the	two	nodes	given	by	Eq.	12.14.	According	to

the	calculation	of	Eq.	12.14,	we	can	get	the	matrix	of	the	difference	between
each	node	and	all	other	nodes,	then	normalize	each	row	of	the	matrix.	Last,	we
get	an	adjacency	matrix	A	of	the	graph.	The	GBVS	method	treats	this	matrix	as	a
corresponding	Markov	chain,	and	each	node	on	the	chain	corresponds	to	the
node	of	the	graph.	According	to	Markov’s	thought,	any	state	can	be	continuously
updated	to	enter	a	final	steady	state,	which	means	that	the	state	of	the	system	has
not	changed	after	the	next	jump.	The	update	of	the	adjacency	matrix	is	defined
by	Eq.	12.16:

(12.16)
After	normalizing	each	row	of	 ,	the	final	state	is	obtained.	With	this	steady



state,	you	can	analyze	the	probability	that	each	node	is	accessed	per	unit	time.	If
a	small	cluster	node	differs	greatly	from	its	surroundings,	the	probability	of
reaching	these	nodes	from	any	state	is	very	small,	so	that	this	small	cluster	node
is	significant.

2.
Spatio—Temporal	Point	of	Interest	Detection	Based	on	Dynamic	Threshold	
Taking	the	point	of	interest	to	describe	the	action	behavior	without	the	need

for	the	image	before	the	background	segmentation	and	target	tracking,	then	you
can	extract	the	sparse	representation	of	the	video.	Common	point	of	interest
detection	methods	are	the	corner-based	method,	the	LOG-based	method	and	the
filter	based	method.	Corner	point	method	is	extending	the	two-dimensional
corner	to	the	three-dimensional	space	and	take	the	calculation	of	the	corner	of
the	video	as	a	point	of	interest.	The	LOG-based	approach	uses	Gaussian
Laplacian	as	a	response	function	to	detect	points	of	interest	based	on	this.	The
filtering	method	uses	a	three-dimensional	convolution	window	to	convolve	the
entire	video,	and	then	find	the	local	maximum	as	a	point	of	interest.	When	the
first	two	methods	detect	the	points	of	interest,	it	is	found	that	the	number	of
points	of	interest	is	too	small,	which	is	not	conducive	to	the	extraction	of	video
features.The	method	based	on	filtering	increases	the	number	of	points	of	interest
detection,	and	because	of	the	use	of	convolution	operations,	the	first	two
methods	are	simpler	and	easier	to	implement,	and	the	time	complexity	is	lower.
Therefore,	this	section	uses	Gabor-based	points	of	interest	to	detect	the	position
of	the	local	response	value	in	the	sub-search	image	as	the	point	of	interest.

The	steps	of	Gabor	filter	based	on	the	point	of	interest	detection	are	as
follows:

(1)
Using	the	Gaussian	filter	in	space	for	each	frame	image	filtering. 	

(2)
Using	two	orthogonal	one-dimensional	Gabor	filters	to	filter	in	time,	and
then	define	the	response	function:

	

(12.17)

where	 	is	a	two-dimensional	Gaussian-smoothing	kernel,	S	is	the

input	image	of	each	frame,	 	and	 	are	a	pair	of	orthogonal	one-dimensional

Gabor	filters:



(12.18)

(12.19)

where	 	and	 	are	the	filter	space	and	time	on	the	two	scale	parameters,	

.

(3)
For	each	pixel,	calculate	its	corresponding	response	value	to	find	out	the
local	maximum	value	as	the	time	and	space	points	of	interest	of	the	entire
video.

	

When	calculating	the	local	maximum,	we	first	use	the	GBVS	significant	graph
to	determine	the	approximate	region	of	the	character	with	different	thresholds
inside	and	outside	the	region,	and	then	calculate	the	threshold	matrix	of	each
pixel,	and	then	find	the	local	maximum	as	the	point	of	interest.	Define	the
threshold	for	each	pixel	in	the	space:

(12.20)
where	 	and	 	are	the	saliency	values	corresponding	to	the	pixels,

and	 	represents	the	sum	of	the	saliency	values	of	all	the	pixels	in	the	region.	

	is	the	sum	of	the	saliency	values	of	all	the	pixels	outside	the	region.	 	is	a

small	value	to	prevent	the	denominator	to	0.	 	and	 	are	two	weight	factors,

so	that	the	weight	in	the	region	is	always	smaller	than	the	weight	outside	the
region.	We	calculate	the	average	of	the	weight	order	of	a	continuous	 :

(12.21)



After	the	calculation	of	Eq.	12.21,	we	get	a	three-dimensional	threshold	matrix.
In	the	calculation	of	the	subsequent	local	maximum,	we	use	this	three-
dimensional	threshold	matrix	instead	of	a	single	threshold.

3.
Visual	word	generation	
Visual	words	are	often	considered	to	be	local	information	extracted	from

images	or	some	of	the	regions	of	the	video,	and	this	extracted	information	is
often	able	to	describe	the	features	around	the	area	to	characterize	the	entire
image	or	video.	Visual	words	are	different	from	ordinary	low-level	features,
which	simulate	the	cognitive	process	of	human	brain	and	transform	the	high-
level	semantic	information	into	a	variety	of	low-level	features.	Therefore,	the
feature	expression	of	the	behaviors	of	the	visual	word	depends	on	the	low-level
visual	characteristics.	SIFT	feature,	as	a	traditional	feature	descriptor,	has	the
characteristics	of	scale	invariance,	rotation	invariance,	light	invariance	and	so
on.	The	3D-SIFT	feature	descriptor	is	a	three-dimensional	gradient	direction
histogram	operator	proposed	by	Scovanner	et	al.	It	is	an	extension	of	the	two-
dimensional	SIFT	descriptor	from	image	to	video,	which	can	better	reflect	the
gradient	information	around	the	point	of	interest.	The	HOOF	feature	uses	the
optical	flow	histogram	to	describe	the	global	motion	information	of	the	whole
frame	image,	which	can	make	up	for	the	shortcomings	of	SIFT	as	a	lack	of
motion	information	as	a	local	feature.	So	we	use	the	3D-SIFT	feature	and	the
HOOF	feature	to	describe	the	local	and	global	information	of	the	image	points	of
interest.

The	3D-SIFT	feature	can	be	calculated	as	follows:
In	the	two-dimensional	space,	the	gradient	size	and	direction	of	each	pixel

can	be	calculated	from	Eqs.	12.22	and	12.23:

(12.22)

(12.23)

Since	each	pixel	in	the	image	is	discrete	and	cannot	calculate	the	continuous
partial	derivative	function,	a	discrete	approximation	algorithm	is	used	to
calculate	the	specific	values	when	calculating	 	and	 .	For	 ,	use	



	to	approximate,	for	 ,	with	

	to	approximate.	After	extending	the	two-dimensional

gradient	to	three	dimensions,	the	gradient	can	be	obtained	by	the	following
formula:

(12.24)

(12.25)

(12.26)

where	 	represents	the	angle	in	the	two-dimensional	plane	gradient	direction,	in

the	range	of	 .	The	gradient	direction	of	each	point	is	represented	by	a

unique	point	pair	 .	In	the	calculation,	as	with	the	two-dimensional	gradient

calculation,	the	discrete-difference	method	is	used	to	approximate	the	value	of
the	partial	derivative	function.	In	terms	of	a	candidate	point,	calculate	the
gradient	value	and	direction	of	each	pixel	around	it,	and	then	statistical	the
gradient	direction	histogram	to	get	a	main	direction,	then	use	the	Eq.	12.27:

(12.27)
Rotate	the	gradient	direction	of	all	the	pixels	to	the	main	direction,	re-count	the
bin	size	of	the	histogram	with	the	formulas	12.28	and	12.29:

(12.28)



(12.29)

To	get	the	final	bin	value	by	weighting.	Extend	all	bin	values	into	vectors	as	the
final	SIFT	feature.	When	calculating	the	3D-SIFT	feature,	we	can	choose	two
methods	of	8	or	64	regions	when	selecting	the	surrounding	area	of	the	candidate
point.	We	use	the	area	around	the	candidate	point	to	calculate	the	SIFT	feature.
For	the	direction	of	the	gradient	direction	using	twenty	regular	triangles	to	build
a	positive	icosahedron.	In	order	to	improve	the	representation	of	the	feature,
each	side	of	the	triangle	is	subdivided	into	four	regular	triangles	constitute	a
regular	octahedron.	The	direction	of	the	vector	to	the	center	of	each	triangles	is
the	bin	of	each	direction	of	the	histogram,	so	the	final	feature	length	is
dimension.

The	HOOF	feature	can	be	calculated	as	follows:
There	is	one	problem	with	the	use	of	the	SIFT	feature	which	is	the

movement	direction	information	of	the	object	cannot	be	fully	reflected.	And	the
SIFT	feature	is	a	local	feature	that	cannot	obtain	information	about	the	entire
frame	image,	so	we	use	the	Histograms	of	Oriented	Optical	Flow	(HOOF)
feature	to	represent	the	motion	information	of	a	person,	which	is	a	histogram	of
all	the	optical	flows	in	a	frame	as	a	global	feature	of	the	frame	image.

Optical	flow	field	through	the	image	of	the	distribution	of	different	gray
levels	describes	the	movement	of	space	in	the	information.	The	optical	flow	field
reflects	the	trend	of	gray	scale	of	each	pixel	on	the	image.	This	trend	can	be
regarded	as	the	instantaneous	velocity	field	generated	by	the	motion	of	the	pixel
with	gray	scale	on	the	plane,	and	it	is	also	a	kind	of	real-Approximate	estimates.

For	an	image,	suppose	 	is	the	gray	scale	of	point	 	at	time	t.

Let	 	point	the	point	of	movement	of	the	point	of	 ,	then

its	gray	scale	 .	Since	the	two	points	are	corresponding

to	each	other,	according	to	the	optical	flow	constraint	equation,	we	can	get	the
formula	12.30:

(12.30)
And	then	by	calculating	the	Taylor	expansion	on	the	right,	and	let	 ,

then	the	formula	12.31:



(12.31)
Among	them:	 ,	 ,	 ,	 ,	 ,	by	using	the

discrete	difference	method	to	approximate	the	partial	derivative	function,	u	and	v
are	calculated	as	two	dimension	values	of	the	optical	flow	feature.

For	a	video	stream,	the	optical	flow	characteristics	of	each	frame	are	first
calculated,	and	for	each	optical	stream	vector,	it	is	assigned	to	each	histogram
according	to	its	angle	with	the	horizontal	direction	and	the	weight	of	the	size.
Assuming	the	optical	flow	vector	 ,	its	direction	 	is	in

the	range	 ,	according	to	its	angle,	we	divide	it	into	the	bth

histogram	component.	Finally,	the	histogram	is	normalized	so	that	the	sum	of	all
the	components	is	1.

The	3D-SIFT	and	HOOF	joint	features	can	be	generated	as	follows.
We	combine	the	3D-SIFT	feature	of	each	point	of	interest	with	the	HOOF

feature	of	the	frame	image	corresponding	to	that	point	of	interest,	combining	the
local	and	global	features	of	each	frame	of	the	image.	For	each	point	of	interest,
we	can	compute	a	640-dimensional	3D-SIFT	feature	 ,

assuming	that	the	global	HOOF	feature	of	the	frame	of	interest	is	

,	where	t	is	the	bin	value	of	the	histogram.	By	splicing	the	two	features	together
to	get	a	new	feature	 .	In	the	subsequent

clustering	generation	of	visual	words,	the	larger	t	value	will	make	the	clustering
center	more	biased	towards	the	HOOF	feature.	Therefore,	we	do	not	directly	add
the	weighting	factor	to	the	feature	fusion,	but	rather	adjust	the	histogram	bin
value	to	adjust	the	global	feature	in	the	proportion	of	the	overall	feature.

For	the	behavior	with	larger	difference,	only	use	the	3D-SIFT	feature	can	be
well	recognized,	and	for	the	more	close	to	the	behavior,	you	need	to	increase	the
HOOF	characteristics	on	this	basis.	In	the	comparison	of	multiple	experiments,
we	selected	the	value	150	of	120	to	200	which	can	get	a	higher	recognition
accuracy.

Visual	word	dictionary	can	be	generated	by	using	spectral	clustering.
The	core	idea	of	spectral	clustering	is	to	use	a	graph-based	Laplace	matrix,

so	it	is	only	necessary	to	have	a	similarity	matrix	between	the	data,	rather	than
requiring	the	data	to	be	a	vector	in	the	Euclidean	space	as	K-means	does.	In
video	processing,	the	visual	word	corresponds	to	the	text	word,	the	video



video	processing,	the	visual	word	corresponds	to	the	text	word,	the	video
corresponds	to	the	article.	The	difference	is	not	big	in	the	cluster	operation,	so
we	use	spectral	clustering	as	a	visual	word	clustering	method.

Given	a	data	set	 ,	define	the	similarity	matrix	S,	where	 	is	the

similarity	between	 	and	 .	The	non-normalized	Laplace	matrix	is	defined	as

follows,	where	is	a	diagonal	matrix.	The	non-normalized	Laplace	matrix	is
defined	as	 ,	where	D	is	a	diagonal	matrix	 .

Step1:
Calculate	the	similarity	matrix	 ; 	

Step2:
Calculate	the	non-normalized	Laplacian	matrix	L; 	

Step3:
Calculate	the	first	k	eigenvectors	 	of	the	L	matrix; 	

Step4:
Constructs	a	matrix	 ,	where	each	column	is	a	vector	

;

	

Step5:
The	clustering	algorithm	is	obtained	by	clustering	the	matrix	U	using
the	K-means	clustering	algorithm.

	
In	the	experiment,	we	use	the	Euclidean	distance	as	the	measurement	of

similarity	to	construct	the	similarity	matrix.	After	clustering	the	generated
features	by	spectral	clustering,	we	use	the	clustering	center	as	the	visual	word.

When	using	TMBBP	for	behavior	classification,	K	in	input	parameter	is	the
total	number	of	classes,	T	is	the	maximum	number	of	iterations	set,	and	 	and	

are	iterated	as	known	parameters.	The	output	parameter	 	is	a	matrix	of	

,	the	probability	of	recording	the	video	on	the	corresponding	behavior	category;	
	is	a	matrix	of	 ,	recording	the	probability	that	visual	words	appear	on

the	corresponding	behavior	category.
Based	on	the	LDA	topic	model	of	the	behavior	classification	MATLAB	code

as	shown	in	PROGRAMME	12.8	to	PROGRAMME	12.15.
PROGRAMME	12.8:	Read	the	picture	and	return	gbvs	significant

graphs



















The	stfeatures	function	is	responsible	for	reading	the	three-dimensional
video	matrix	and	returning	subs	to	indicate	the	point	of	interest,	as	shown	by
PROGRAMME	12.9.

PROGRAMME	12.9:	Read	the	three-dimensional	video	matrix	and
return	subs	to	indicate	the	point	of	interest











The	thresh_matrix	function	is	responsible	for	reading	the	3D	video	matrix
and	the	foreground	area,	and	returns	thresh	to	represent	the	threshold	matrix,	as
shown	by	PROGRAMME	12.10.

PROGRAMME	12.10:	Read	three-dimensional	video	matrix	and
foreground	area,	return	thresh	to	indicate	threshold	matrix





The	Create_Descriptor	function	is	responsible	for	reading	the	three-
dimensional	video	matrix	and	returns	the	keypoint	to	represent	the	3D-SIFT
descriptor,	as	shown	by	PROGRAMME	12.11.

PROGRAMME	12.11:	Read	the	3D	video	matrix	and	return	the
keypoint	to	represent	the	3D-SIFT	descriptor





HSoptflow	function	calculates	the	image	corresponding	to	the	optical	flow
characteristics,	return	us,	vs	represent	the	two	directions	of	optical	flow,	as
shown	in	PROGRAMME	12.12.

PROGRAMME	12.12:	Calculate	the	corresponding	optical	flow
characteristics	of	the	image,	return	us,	vs	represent	the	two	directions	of	the
optical	flow







The	gradient	Histogram	function	is	responsible	for	reading	the	information
of	the	two	dimensions	of	the	optical	stream	and	the	number	of	bins,	returning
ohog	to	represent	the	HOOF	feature,	as	shown	by	PROGRAMME	12.13.

PROGRAMME	12.13:	Read	the	information	of	the	two	dimensions	of
the	optical	flow	feature	and	the	number	of	bin,	return	ohog	to	represent	the
HOOF	feature





The	spectral_cluster	function	is	responsible	for	reading	the	eigenvector	and
the	number	of	categories,	returning	IDX	to	represent	each	class	number	of	the
eigenvector,	and	C	for	the	clustering	center,	as	shown	by	PROGRAMME	12.14.



PROGRAMME	12.14:	Read	the	eigenvector	and	the	number	of
categories	return	IDX	represents	each	class	number	of	the	eigenvector

The	LDAGStrain	and	LDAGSpredict	functions	are	responsible	for	the
training	and	prediction	of	the	LDA	model,	returning	dp_te	to	represent	the	final
classification	result,	as	shown	in	PROGRAMME	12.15.

PROGRAMME	12.15:	Training	and	prediction	of	the	LDA	model,
returning	dp_te	to	indicate	the	final	classification	result



Choose	a	few	paragraphs	from	the	UCF	library	video,	then	use	GBVS
function	of	each	frame	to	calculate	the	picture.	Compare	the	results	of	various
significant	graph,	as	shown	in	Fig.	12.9.



Fig.	12.9 	Comparison	results	for	each	salience	model	a	the	original	image,	b	GBVS	significant	figure,	c
itti	significant	figure,	d	PQFT	significant	graph,	e	the	residual	spectrum	is	significant

Use	the	function	stfeatures	to	calculate	the	points	of	interest	for	each	frame,
as	shown	in	Fig.	12.10.



Fig.	12.10 	Results	of	the	point	of	interest	detection

The	HOOF	feature	is	calculated	using	the	HSoptflow	function	and	the
gradientHistogram	function.	The	results	of	the	optical	flow	are	shown	in
Fig.	12.11.



Fig.	12.11 	Optical	flow	characteristics	calculated	from	the	UCF	dataset

After	calculating	the	3D-SIFT	feature	and	HOOF	feature	using	the	functions
Create_Descriptor,	HSoptflow	and	gradientHistogram.	The	spectral_cluster
function	is	used	to	cluster	the	features.	Finally,	the	LDAGSpredict	function	is
used	to	predict	the	video	behavior.
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Abstract
In	this	chapter,	we	talk	about	one	of	the	typical	image	understanding	problems—
cross-camera	person	reidentification.	Some	classical	visual	descriptors	and
metric	learning	algorithms	for	person	reidentification	are	detailed.

13.1	 Introduction
One	important	task	in	image	understanding	is	the	cross-view	(or	cross-modal)
retrieval	problem.	Given	one	instance	as	the	probe,	the	objective	is	to	find	the
most	similar	(or	relevant)	instances	from	a	large	number	of	galleries.	In	this
chapter,	we	talk	about	a	special	task	in	this	research	field,	which	is	usually	called
person	reidentification	(Re-id).

Person	reidentification	is	the	task	of	matching	individuals	observed	from
non-overlapping	camera	views.	It	is	the	fundamental	task	of	many	applications
in	video	surveillance,	such	as	cross-camera	tracking	and	human	retrieval.	For
example	in	the	cross-camera	tracking	scenario,	when	one	interested	person
disappeared	from	one	camera	view,	we	have	to	identify	him/her	from	another
view.	The	matching	task	is	just	the	job	of	Re-id.	Another	example	is	the	long-
term	tracking	of	one	specified	person	in	a	large-scale	camera	network.	When
he/she	reappears	in	the	view	after	a	while	of	occlusion,	we	need	to	assign	the
same	label	to	him/her,	then	it	is	also	a	procedure	of	Re-id.

To	realize	the	surveillance	of	a	large	scope,	the	cameras	are	usually	set	in
high	locations.	The	captured	pedestrian	images	are	typically	of	low	resolutions
and	quality.	This	leads	to	the	non-reliable	bio-characteristics,	such	as	face,	iris,
and	gait.	As	a	result,	the	Re-id	task	has	to	rely	upon	the	appearance	information
of	pedestrians.	However,	due	to	large	variations	in	image	condition	caused	by
viewpoint,	illumination,	pose,	and	occlusions,	one	person’s	appearance	may
change	significantly	in	different	camera	views.	This	makes	the	Re-id	task
inherently	rather	challenging.

The	person	reidentification	and	pedestrian	detection	are	two	different
concepts	but	maybe	easily	confused	at	the	first	glance.	The	pedestrian	detection
refers	to	the	task	of	finding	out	persons	in	one	image	or	video	clip,	whereas
reidentification	focus	on	identifying	a	specified	person	from	a	large	number	of
candidates	captured	from	another	camera	view.	Therefore,	they	are	completely
different	tasks	in	computer	vision.	Nevertheless,	they	are	also	closely	related.	In
current	literature	of	person	reidentification,	it	is	generally	assumed	that	the
persons	in	the	video	frames	are	already	detected	and	cropped	out	by	bounding
boxes.	Thus,	the	person	reidentification	task	is	somewhat	relied	on	the
pedestrian	detection	first.



Let	 	be	the	feature	vector	representing	the	pedestrian	image	used	as	the
probe,	the	reidentification	task	can	be	formulated	as:

(13.1)
where	 	represents	the	set	of	 	images	to	be	matched

which	is	usually	called	the	gallery	set,	and	 	is	a	certain	distance.	From

Eq.	(13.1),	we	can	find	that	there	are	two	most	important	components	in	person
reidentification	task:

(1)
the	extraction	of	robust	feature	representations,	

(2)
a	reliable	distance	measurement. 	

To	achieve	efficient	reidentification,	we	have	to	extract	both	discriminative	and
robust	descriptors	from	pedestrian	images	first,	and	then	choose	a	certain
distance	metric	to	measure	the	similarity	between	one	image	pair.

In	Fig.	13.1,	we	show	some	example	images	randomly	chosen	from	public
person	reidentification	datasets.	It	can	be	found	that	even	the	same	person	may
take	strong	different	appearances	in	two	non-overlapping	camera	views.	In	the
first	pair,	the	appearances	suffer	the	illumination	conditions	heavily.	In	the
second	pair	large	portion	of	the	man	in	the	left	image	is	occluded	by	one	woman
with	long	hair.	In	the	third	pair,	the	two	images	are	of	different	resolutions,
especially	the	right	one	is	of	rather	low	quality.	In	the	fourth	pair	we	can	find	the
appearance	of	one	person	may	be	also	heavily	affected	by	different	views	of	two
cameras.	In	the	last	pair,	the	images	are	captured	from	different	persons	though
their	appearances	are	rather	similar	due	to	the	same	clothes.

Fig.	13.1 	Example	image	pairs	from	public	person	reidentification	datasets



13.2	 Person	Re-ID	Scenarios
The	person	reidentification	can	be	classified	to	different	scenarios	according	to
different	criteria.	For	example,	according	to	the	corpus	form,	we	can	group	the
methods	into	image-based	or	video-based	categories.	We	can	also	classify	them
to	open	set	reidentification	and	closed	set	reidentification.	Here	the	closed	set
reidentification	means	that	every	gallery	image	has	its	correct	match	in	the	probe
set,	while	in	open	set	case,	there	may	be	some	gallery	images	have	no
corresponding	probe	images.	As	a	result,	the	open	set	person	reidentification
task	is	much	more	difficult	than	the	closed	set	scenario	due	to	the	existence	of
many	distractors.
(1)

Image	based	and	Video	based	Person	Reidentification	
The	image	based	person	reidentification	refers	to	the	task	of	matching	cross-

camera	pedestrian	images,	whereas	the	video	based	reidentification	means	the
provided	material	for	matching	are	video	clips.	Since	the	video	comprises
multiple	frames	which	can	provide	much	more	robust	appearance	information,
the	reidentification	is	much	easier	than	the	image	based	case.	But	the
computation	cost	is	much	higher	due	to	more	data	is	involved.

Since	video	comprises	multiple	frames,	the	video	based	person
reidentification	can	be	simply	viewed	as	the	extension	of	image	based	scenario
with	multiple	images	are	provided.	Therefore,	the	image	based	person
reidentification	attracts	much	more	attention	than	video	based	reidentification.	In
practice,	if	there	are	only	one	probe	image	and	one	gallery	image	for	each
pedestrian,	the	reidentification	is	called	Single-shot	versus	Single-shot	(SvsS)
task.	In	contrast,	if	there	are	multiple	probe	and	gallery	images	for	one
pedestrian,	we	call	this	case	the	Multiple-shot	versus	Multiple-shot	(MvsM)
reidentification.	As	limited	appearance	information	can	be	obtained	from	only
single	image,	the	SvsS	reidentification	is	rather	challenging.	The	matching
accuracy	on	rank-1	is	generally	very	low.	Nevertheless,	it	is	the	basis	of	other
type	reidentification	tasks.	Thus	most	reidentification	researches	are	carried	out
to	tackle	SvsS	reidentification	problem.

By	applying	max	pooling	or	average	pooling	operation	to	the	feature	vectors
extracted	from	the	images	of	one	person,	more	stable	and	robust	feature	can	be
obtained	in	the	MvsM	reidentification	task.	In	consequence	much	higher
identification	accuracy	can	be	achieved.	Another	way	of	tackling	the	MvsM
reidentification	task	is	to	compute	the	distances	between	multiple	image	pairs
and	then	obtain	their	mean	value	for	ranking.	This	can	also	lead	to	much	higher
matching	performance	than	SvsS	case.



matching	performance	than	SvsS	case.
The	video	based	person	reidentification	can	be	simply	transformed	to	the

MvsM	reidentification	by	omitting	the	temporal	information.	However,	this	may
damage	the	matching	accuracy	as	the	temporal	information	is	abandoned.	To
make	full	use	of	both	spatial	and	temporal	information	provided	in	the
continuous	video	frames,	the	descriptors	which	can	well	capture	both	aspects	are
commonly	employed,	e.g.,	the	HOG3D	descriptor	[1,	2].

(2)
Open	Set	Reidentification	and	Closed	Set	Reidentification	
Person	reidentification	in	the	context	of	identity	retrieval	is	closer	to	the

classic	closed	set	matching	problem,	where	both	probe	and	gallery	sets	are	fixed.
In	this	case,	one	person	may	have	multiple	observations	throughout	the	network,
and	his/her	images	are	assumed	to	be	available	in	every	camera	view.	Thus	the
gallery	set	is	a	set	of	people	IDs	seen	in	selected	or	all	the	cameras	over	a
specified	period	of	time.	In	other	words,	the	gallery	set	includes	many	subjects
observed	by	different	cameras.	After	reidentification,	there	may	be	multiple
observations	of	the	probe	retrieved.	As	a	result,	the	closed	set	reidentification	is
a	one-to-many	matching	problem	in	somewhat	ideal	condition.

In	the	context	of	tracking	a	specific	individual	across	multiple	cameras	is	a
typical	open	set	person	reidentification	problem.	As	the	gallery	evolves	over
time,	there	may	be	no	correct	matches	in	the	gallery	for	some	probes.
Additionally,	there	might	be	several	subjects	that	co-exist	in	time	and	need	to	be
reidentified	simultaneously.	In	tracking	scenario,	reidentification	provides	a
means	of	connecting	subjects’	tracks	that	were	disconnected	due	to	the	subject
entering	an	area	not	in	the	field-of-view	(FOV)	of	the	camera	network.	Due	to
the	more	comprehensive	evolution	of	gallery	and	probe	sets,	open	set
reidentification	is	much	more	difficult,	and	the	research	work	in	this	case	is	more
valuable	in	video	surveillance.

There	have	been	some	reidentification	datasets	that	simulate	the	open	set
reidentification,	such	as	PRID2011	(or	PRID)	[3]	and	QMUL	GRID	[4].	In	the
PRID2011	dataset,	the	probe	contains	385	images	and	the	gallery	images	are
749.	But	there	are	only	200	images	in	the	probe	set	have	their	corresponding
correct	matches	in	the	gallery	set.	When	we	use	these	200	images	in	the	probe
set	to	query	their	correct	matches	in	the	gallery	set,	the	extra	images	will	act	as
the	distractors	in	the	real	world	scenario.

13.3	 Methodology
Current	person	reidentification	methods	typically	contain	two	main	components:



Current	person	reidentification	methods	typically	contain	two	main	components:
(1)

feature	representation	extraction	[5–9],	
(2)

matching	model	learning	[10–13]. 	
Some	works	focus	on	designing	feature	representations	while	some	others

emphasize	on	learning	the	matching	models.
The	reidentification	methods	based	on	feature	representations	aim	to	design

discriminative	features	to	capture	the	invariance	of	pedestrian	appearances.
Since	the	reidentification	task	mainly	relies	on	the	appearance	information,	the
following	aspects	of	appearance	are	generally	considered	in	visual	features	for
person	reidentification:

(1)
color,	widely	used	since	the	color	of	clothing	constitutes

simple	but	efficient	visual	signatures,	usually	encoded	within
histograms	of	RGB	or	HSV	values,

	

(2)
shape,	e.g.	using	HOG	[14]	based	signature, 	

(3)
texture,	often	represented	by	Gabor	filters	[15,	16]	and

some	other	filters,	co-occurrence	matrices	[17]	and	Local
Binary	Pattern	(LBP)	[18],

	

(4)
interest	points,	e.g.	SURF	and	SIFT	[19], 	

(5)
image	regions	[6]. 	

Besides	these	generic	representations,	there	are	some	more	specialized
representations,	e.g.	Epitomic	Analysis,	Spin	Images,	Bag-of-Word-based
description,	and	Panoramic	Map.

Since	different	elementary	features	capture	different	and	complementary
aspects	of	the	image,	better	performance	is	obtained	by	combining	several
signatures.	After	extracting	the	visual	features,	some	generic	distance	metrics
without	learning	procedure	are	employed	to	measure	the	cross-view	image	pairs,
namely	L1	or	L2	norm,	Bhattacharyya	distance	[6],	and	 	distance	[16].

The	reidentification	methods	based	on	matching	models	pays	more	attention
to	learn	a	certain	model	for	matching	cross-view	image	pairs.	In	current
literature,	these	methods	are	more	prevailing	due	to	higher	matching



literature,	these	methods	are	more	prevailing	due	to	higher	matching
performance,	and	they	can	be	generally	grouped	into	four	categories:

(1)
learning	SVM	models, 	

(2)
learning	distance	metrics, 	

(3)
learning	discriminative	dictionaries, 	

(4)
learning	deep	models. 	

The	idea	of	learning	SVM	models	lies	in	that	the	similarity	score	of	one
positive	pair	(two	images	from	the	same	person)	should	be	higher	than	negative
ones	(images	from	different	persons).	This	can	be	formulated	as	

,	where	 	represent	the	same	person	while	

	represent	different	persons,	 	is	a	mapping	function,	and	w	is	the

parameter	to	be	learned.	The	metric	learning	models	aim	to	learn	a	Mahalanobis
distance	function	 	parameterized	by	a	positive

semi-definite	(PSD)	matrix	 .	The	basic	idea	of	metric	learning	is	to	project
the	samples	into	a	new	space	so	that	the	samples	of	the	same	class	are	much
closer,	and	meanwhile	the	samples	of	different	classes	are	pushed	far	away.	This
is	because	 	can	be	decomposed	as	 	due	to	its	PSD	property.	Then
the	Mahalanobis	distance	function	can	be	reformulated	as	

,	which	means	the	original	Mahalanobis	distance	is

identical	to	the	Euclidean	distance	in	a	new	subspace.	So	there	are	two	ways	to
learn	distance	metrics,	i.e.,	learning	a	Mahalanobis	form	metric	and	learning	a
subspace.	One	advantage	of	learning	Mahalanobis	form	metric	is	that	the	model
is	always	convex,	but	this	needs	to	project	the	metric	onto	convex	cone	in	the
optimization	procedure.	On	the	contrary,	there	is	no	such	trouble	of	ensuring	the
PSD	property	in	learning	a	subspace,	but	the	learning	model	is	not	convex	and
only	a	local	optimal	solution	can	be	guaranteed.	Since	the	metric	learning	can
explore	the	second-order	information	between	sample	pairs	due	to	the	quadratic
formulation,	better	performance	is	usually	yield	by	metric	learning	than	SVM
models	in	reported	results.



With	the	success	of	deep	learning	modes	[20]	in	other	research	fields	of
computer	vision	and	machine	learning,	there	are	also	some	works	try	to	use	the
deep	models	for	matching	cross-view	image	pairs.	Since	the	convolutional
neural	networks	(CNN)	have	excellent	ability	to	learn	features	from	raw	pixel
values,	the	employed	deep	models	are	generally	the	variants	of	CNN	[21–23].	In
these	models,	the	procedures	of	feature	extraction	and	matching	model	learning
are	deeply	coupled,	thus	they	don’t	resemble	the	“two-step”	reidentification
pipeline.	Besides	CNN,	there	are	few	works	utilize	the	fully	connected	networks
and	hand-crafted	features	to	map	samples	into	a	new	space	for	matching.	Since
the	Euclidean	distance	is	generally	used	as	the	metric	to	measure	the	mapped
feature	vectors,	we	can	view	these	models	as	deep	non-linear	metric	learning
models	due	to	their	non-linear	mapping.

13.4	 Public	Datasets	and	Evaluation	Metrics	in
Person	Reidentification
As	has	been	discussed	in	aforementioned	sections,	the	visual	characteristics	of	a
person	vary	drastically	across	cameras	in	real	world	scenario,	resulting	large
variances	in	illumination,	poses,	view	angles,	scales	and	camera	resolutions.
Factors	like	occlusions,	cluttered	background	and	articulated	bodies	further	add
to	visual	appearance	changes.	Thus,	in	order	to	develop	robust	reidentification
techniques,	it	is	important	to	build	evaluation	datasets	that	capture	these	factors
effectively.	Along	with	high	quality	data	emulating	real	world	conditions,	there
is	also	a	need	to	compare	reidentification	approaches	being	developed	and
identify	improvements	to	techniques.	There	are	several	available	datasets	that
have	been	used	to	test	Re-ID	models,	such	as	VIPeR	[15],	PRID450S	[24],
3DPeS	[25],	QMUL	GRID	[4],	CUHK01	[26],	CUHK02	[27],	CUHK03	[28],
Market1501	[29],	PRW	[29],	etc.	Table	13.1	provides	a	summary	of	the	widely
used	Re-ID	datasets.

Table	13.1 	Summary	of	public	person	reidentification	datasets

Dataset Number	of	persons Number	of	cameras Published	year

VIPeR	[15] 632 2 2007

ETH1,2,3	[30] 85,35,28 1 2007

i-LIDS	MCTS	[29] 119 2 2009

GRID	[4] 250 8 2009

CAVIAR4REID	[5] 72 2 2011

3DPeS	[25] 192 8 2011



3DPeS	[25] 192 8 2011

PRID2011	[3] 934 2 2011

PRID450S	[24] 450 2 2014

SAIVT-Softbio	[31] 150 8 2012

CUHK01	[26] 972 2 2012

CUHK02	[27] 1816 10	(5	pairs) 2013

CUHK03	[28] 1467 2 2014

iLIDS-VID	[32] 300 2 2014

Market1501	[29] 1501 6 2015

PRW	[29] 932 6 2016

Beside	public	datasets,	the	evaluation	metric	also	plays	an	import	role	in
advancing	the	reidentification	research.	With	years	efforts	a	number	of
evaluation	metrics	have	been	designed	to	measure	the	performance	of	person
reidentification	techniques,	including	the	cumulative	match	curve	(CMC),	top
match	ranking	rate,	area	under	curve	(AUC),	and	so	on.

13.4.1	 Public	Datasets
Currently,	one	of	the	most	popular	and	challenging	datasets	to	test	people
reidentification	for	image	retrieval	is	VIPeR,	which	contains	632	pedestrian
image	pairs	taken	from	arbitrary	viewpoints	under	varying	illumination
conditions.	The	dataset	was	collected	in	an	academic	setting	over	the	course	of
several	months.	Each	image	is	scaled	to	128 × 48	pixels.	The	images	in	this
dataset	are	captured	from	5	different	view	angles,	including	0°,	45°,	90°,	135°,
and	180°.	Due	to	complex	view	angles	and	the	low	resolution	of	images,	the
published	results	on	this	dataset	are	generally	very	low.	Actually,	some	matches
are	hard	to	identify	even	by	a	human.	This	dataset	cannot	be	fully	employed	for
evaluating	methods	exploiting	multiple	shots,	video	frames,	or	3D	models,	since
only	one	pair	of	bounding	boxes	of	the	same	person	is	collected	(Fig.	13.2).



Fig.	13.2 	Example	image	pairs	from	8	person	reidentification	datasets

Strictly	speaking,	the	ETHZ	dataset	is	not	a	standard	reidentification	dataset,
because	it	was	generated	from	the	original	ETHZ	video	dataset	captured	by	only
one	moving	cameras.	This	dataset	is	composed	of	three	video	sequences	which
contain	85,	35,	and	28	pedestrians	respectively.	This	camera	setup	provides	a
range	of	variations	in	people’s	appearances,	with	strong	changes	in	pose	and
illumination.	As	a	relatively	old	dataset,	the	reidentification	accuracy	on	ETHZ
has	achieved	saturation	now.

The	i-LIDS	Multiple-Camera	Tracking	Scenario	(MCTS)	dataset	was
captured	indoor	at	a	busy	airport	arrival	hall.	It	contains	119	people	with	a	total
of	476	shots	captured	by	multiple	non-overlapping	cameras	with	an	average	of
four	images	for	each	person.	Many	of	these	images	undergo	large	illumination
changes	and	subject	to	heavy	occlusions.	Most	of	the	people	in	this	dataset	are
carrying	bags	or	suitcases.	These	accessories	and	carried	objects	can	be
profitably	used	to	match	their	owners,	but	they	introduce	a	lot	of	occlusions
which	usually	act	against	the	matching.	In	addition,	images	have	been	taken	with
different	qualities	(in	terms	of	resolution,	zoom	level,	noise),	making	very
challenging	the	reidentification	over	this	dataset.

CAVIAR4REID	dataset	is	extracted	from	a	multi-camera	tracking	dataset
captured	at	an	indoor	shopping	mall	by	two	cameras.	It	contains	multiple	images
of	72	pedestrians,	out	of	which	only	50	appear	in	both	cameras,	whereas	22



come	from	the	same	camera.	The	images	for	each	pedestrian	take	serious
appearance	variations	due	to	changes	of	resolution,	light,	pose,	and	occlusions.
The	minimum	and	maximum	size	of	the	images	is	17 × 39	and	72 × 144,
respectively.	Due	to	these	challenges,	the	reidentification	on	this	dataset	is	rather
difficult.

The	PRID	2011	dataset	consists	of	person	images	recorded	from	two
different	static	cameras.	Two	scenarios	are	provided:	multi-shot	and	single-shot.
Since	we	are	focusing	on	single-shot	methods	in	this	work,	we	use	only	the	latter
one.	Typical	challenges	on	this	dataset	are	viewpoint	and	pose	changes	as	well
as	significant	differences	in	illumination,	background	and	camera	characteristics.
Camera	view	A	contains	385	persons,	camera	view	B	contains	749	persons,	with
200	of	them	appearing	in	both	views.	Hence,	there	are	200	person	image	pairs	in
the	dataset.	These	image	pairs	are	randomly	split	into	a	training	and	a	test	set	of
equal	size.	For	evaluation	on	the	test	set,	we	followed	the	procedure	described	in
[26],	i.e.,	camera	A	is	used	for	the	probe	set	and	camera	B	is	used	for	the	gallery
set.	Thus,	each	of	the	100	persons	in	the	probe	set	is	searched	in	a	gallery	set	of
649	persons	(all	images	of	camera	view	B	except	the	100	training	samples).

The	PRID	450S	dataset	is	built	on	PRID	2011.	However,	it	is	arranged	in	a
way	similar	to	VIPeR	dataset	and	more	samples	than	PRID	2011	are	included.	In
particular,	the	dataset	contains	450	single-shot	image	pairs	depicting	walking
humans	captured	in	two	spatially	disjoint	camera	views.	For	each	image	instance
a	binary	segmentation	mask	is	provided	to	separate	the	foreground	from	the
background.	Moreover,	it	further	provides	a	part-level	segmentation	3	describing
the	following	regions:	head,	torso,	legs,	carried	object	at	torso	level	(if	any)	and
carried	object	below	torso	(if	any).	The	union	of	these	part	segmentations	is
equivalent	to	the	foreground	segment.

The	QMUL	under	GRound	ReIDentification	(GRID)	dataset	is	another
challenging	person	reidentification	dataset.	It	was	captured	from	8	disjoint
camera	views	in	a	underground	station.	There	are	250	pedestrian	image	pairs,
with	each	pair	contains	two	images	of	the	same	person	from	different	camera
views.	Besides,	there	are	775	additional	images	that	do	not	belong	to	the	250
persons	which	can	be	used	to	enlarge	the	gallery	set.	The	images	in	this	dataset
have	poor	image	quality	and	low	resolutions,	and	contain	large	variations	of
illumination	and	viewpoint.

The	CUHK01,	CUHK02,	and	CUHK03	person	reidentification	datasets	were
collected	by	the	Multimedia	Laboratory	of	Chinese	University	of	Hong	Kong.
All	of	them	were	captured	in	a	campus	environment.	The	CUHK	Campus
dataset	contains	971	persons,	and	each	person	has	two	images	in	each	camera
view.	Camera	A	captures	the	frontal	view	or	back	view	of	pedestrians,	while



camera	B	captures	the	side	views.	Different	from	the	above	datasets,	images	in
this	dataset	are	of	higher	resolution.	All	images	were	scaled	to	160 × 60	pixels.
The	CUHK02	contains	1816	pedestrians	organized	in	5	folders.	The	number	of
pedestrian	images	in	CUHK03	dataset	is	much	larger.	There	are	total	1360
pedestrians	with	13164	images	captured	from	6	cameras,	which	makes	CUHK03
one	of	the	largest	person	reidentification	datasets.	In	addition	to	manually
cropped	pedestrian	images,	samples	detected	with	a	state-of-the-art	pedestrian
detector	is	also	provided	in	CUHK03.	Different	from	CUHK01	and	CUHK02,
CUHK03	is	a	more	realistic	setting	with	misalignment,	occlusions	and	body	part
missing.

There	are	also	a	line	of	datasets	published	in	latest	years,	such	as
Market1501,	PRW,	and	MARS.	Some	datasets	tried	to	incorporate	the	bio-
character	for	reidentification,	such	as	SAIVT-Softbio	[31]	which	provides	the
gait	information	to	assist	the	appearance	based	person	reidentification.

Although	the	public	reidentification	datasets	have	greatly	promoted	the
research,	there	is	still	a	big	gap	between	them	and	the	actual	environment.	First,
the	cameras	in	one	city	may	amounts	to	tens	of	thousands,	whereas	the	camera
number	in	above	reidentification	dataset	are	all	less	than	10.	Only	some	larger
datasets	contain	6	to	8	cameras,	even	though	they	cannot	simulate	the	real	work
scenario.	Due	to	the	tedious	labeling	work,	generating	a	reidentification	is	rather
cost	prohibitive.	So	the	reidentification	datasets	are	also	much	smaller	than	the
datasets	for	other	tasks,	such	as	ImageNet	[33]	for	image	classification,	and
LFW	for	face	recognition.	The	relatively	less	instances	may	also	have	an	impact
on	the	performance	of	deep	learning	models.

13.4.2	 Evaluation	Metrics
The	Cumulative	Matching	Characteristic	(CMC)	curve	is	the	most	widely	used
evaluation	protocol	in	person	reidentification.	Because	the	person
reidentification	can	be	treated	as	a	fine-grained	recognition	and	retrieval
problem,	we	can	rank	the	gallery	images	according	to	their	distances	or
similarities	with	the	probe	image,	and	then	compute	the	matching	accuracies	on
each	rank.	This	provides	a	ranking	for	every	image	in	the	gallery	w.r.t	the	probe.
This	procedure	is	repeated	for	every	image	in	the	probe	set	and	averaged.	By
accumulating	the	accuracies	on	each	rank	and	plot	them,	a	CMC	curve	is
obtained.	The	CMC	curve	is	then	the	expectation	of	finding	the	correct	match	in
the	top	n	matches.

Synthetic	Recognition	Rate	(SRR)	curve	is	another	evaluation	protocol	based
on	CMC	curve.	It	measures	the	probability	that	any	of	the	k	best	matches	is
correct.	Since	the	SRR	curve	is	not	as	intuitive	as	the	CMC	curve	and	it	is



computed	from	CMC,	few	works	have	reported	it	for	comparison	in	latest	year.
Normalized	Area	Under	Curve	(nAUC)	is	the	area	under	the	CMC	curve,

which	is	the	scalar	appraisal	of	CMC	curves	and	can	be	used	to	summarize	the
overall	performance.	The	higher	the	nAUC	is,	the	better	the	performance	is.

The	Proportion	of	Uncertainty	Removed	[34]	(PUR)	is	also	a	scalar	standard
for	evaluating	reidentification	algorithms.	It	measures	the	entropy	reduction	of
finding	the	correct	matches	before	and	after	applying	reidentification	techniques.
The	formulation	of	PUR	is	as	follows:

(13.2)
Rank-1	matching	rate	and	CMC-expectation	are	two	scalar	standards

obtained	from	CMC	curve.	The	Rank-1	matching	rate	is	just	the	matching
accuracy	on	the	first	rank,	which	is	the	most	important	concern	for
reidentification	operators.	A	high	matching	rate	on	the	first	rank	will	greatly	ease
the	human	labor	in	real	work	applications.	But	there	may	be	some	algorithms
that	have	high	reidentification	accuracy	on	the	top	ranks	but	not	ideal	on	higher
ranks.	In	this	case,	the	CMC-expectation	may	be	a	proper	evaluation	standard
since	it	computes	the	mean	value	of	the	matching	rates	on	all	ranks.	The	smaller
the	CMC-expectation	is,	the	higher	performance.

13.5	 Classic	Feature	Representations	for	Person
Reidentification
To	capture	the	rich	appearance	information	of	pedestrians,	a	number	of	feature
representations	have	been	designed.	With	these	feature	representations,	the
research	on	reidentification	field	has	been	greatly	advanced.

13.5.1	 Salient	Color	Names
Salient	Color	Names	[9]	(SCN)	is	a	feature	representation	specially	designed	for
person	reidentification.	The	SCN	uses	16	standard	RGB	colors	as	the	salient
colors,	namely	fuchsia,	blue,	aqua,	lime,	yellow,	red,	purple,	navy,	teal,	green,
olive,	maroon,	black,	gray,	silver,	and	white.	The	detailed	RGB	values	can	be
referenced	from	http://www.wackerart.de/rgbfarben.html.	By	building	a	16-
dimensional	vocabulary	of	the	salient	colors,	we	can	further	compute	the
statistical	distribution	of	one	image’s	pixel	values	over	them.	This	just	resembles
the	computation	of	“bag-of-words”	features.	The	extraction	procedure	of	SCN

http://www.wackerart.de/rgbfarben.html


feature	is	shown	in	Fig.	13.3,	we	detail	it	in	the	follows.

Fig.	13.3 	Illustration	of	the	SCN	extraction	procedure

The	SCN	can	be	viewed	as	a	high-level	color	distribution	based	visual
descriptor.	Although	the	color	histograms	have	been	widely	used	to	describe
pedestrian	appearance,	they	are	not	robust	to	the	variations	of	illumination	and
background	clutter.	In	contrast,	the	SCN	only	focus	on	the	pixel	value
distribution	over	some	salient	colors,	thus	it	has	better	photometric	invariance
and	robustness	against	the	illumination	changes.

To	compute	the	SCN	feature,	it	is	recommended	to	normalize	the	pixel
values	of	one	image	into	[0,	1]	for	all	3	channels	of	RGB.	Then	the	RGB	color
space	is	divided	into	 	equally	spaced	cubes.	Therefore,

each	cube	contains	 	colors.	Let	 	be	a	set	of

the	colors	in	one	cube.	The	most	important	step	is	in	computing	SCN	is	to
calculate	the	distribution	of	512	colors	in	d	over	the	16	salient	colors.

Let	 	denote	the	16	salient	colors	have	been	assigned	the

standard	names	(i.e.,	salient	color	names),	then	the	probability	of	assigning	d	to	a
color	name	 	is

(13.3)
where



(13.4)

and

(13.5)

the	K	is	the	number	of	nearest	neighbors,	 	refers	to	the	mean	of	 	

.	In	Eq.	(13.4),	 ,	 ,	and	 	 	belong	to

K	nearest	color	names	of	 .

To	reflect	the	saliency	of	the	salient	color	names	for	d,	the	Euclidean	distances
between	 	and	the	standard	colors	are	first	computed	to	apply	KNN

algorithms,	such	that	the	K	nearest	color	names	can	be	selected.	Then,	the
difference	between	the	one	of	K	nearest	color	names	to	the	other	K	−	1	color
names	is	utilized	to	embody	the	saliency	which	is	calculated	as	

.

After	normalization,	the	probability	distribution	of	 	over	16	color	names

is	calculated	as	in	Eq.	(13.4),	and	the	final	probability	of	d	being	assigned	to
each	color	name,	Eq.	(13.5)	is	employed	to	weigh	the	contribution	of	 	to	d.

That	is,	the	nearer	of	 	to	 ,	the	more	it	contributes	to	d.

With	Eqs.	(13.3)–(13.5),	we	can	easily	obtain	the	16-dimensional
distribution	of	the	colors	in	one	cube	of	RGB	space.	Besides,	it	is	easy	to	prove
that	the	sum	of	the	distribution	of	d	over	all	color	names	is	1,	i.e.	

.

Once	obtaining	the	16-dimensional	representations	of	all	32,678	cubes	in	the
RGB	space,	they	can	be	used	as	the	dictionary	to	represent	every	pixel	value	in
the	pedestrian	image.	By	further	computing	the	color	names	distribution	of	an
image	using	the	dictionary,	we	can	obtain	the	SCN	feature	representation	of	one
image.	Because	the	human	body	is	not	rigid,	the	SCN	computed	from	the	whole
image	may	not	well	capture	the	fine	appearance.	A	part-based	model	is	selected



instead	of	taking	a	person	image	as	a	whole.	In	practice,	we	can	adopt	a	simple
strategy	to	partition	an	image	into	six	horizontal	stripes	of	equal	size.	Let	

	be	the	color	names	distribution	of	a	person	image	that	has

been	divided	into	six	stripes.	Then	the	mth	 	element	of	the

distribution	in	the	ith	 	part	 	is	defined	as

(13.6)
where	 	 	means	the	kth	pixel	in	part	i,	and	N	denotes	the	total

number	of	colors	in	part	i.	An	example	of	the	color	names	distribution	in	each
part	of	a	person	image	is	shown	in	Fig.	13.4.	The	final	SCN	feature
representation	of	one	person	image	is	the	concatenation	of	the	color	names
distribution	of	all	stripes.

Fig.	13.4 	An	example	of	the	color	names	distribution	of	a	person	image

The	SCN	feature	representation	has	the	following	advantages:

1.
Each	pixel	value	in	RGB	color	space	is	represented	by	the	probability
distribution	over	its	salient	color	names.

	
2.



It	can	achieve	a	certain	amount	of	illumination	invariance.	Because	small
RGB	value	changes	caused	by	illumination	will	have	the	same	color
description	if	only	the	cubes	they	belong	to	are	the	same.

	

3.
The	SCN	representation	is	not	restricted	to	the	RGB	space.	It	can	also	be
computed	from	other	color	spaces,	such	as	HSV	and	Lab.

	
4.

It	does	not	rely	on	complex	optimization	and	is	easy	to	implement.	More
importantly,	the	dictionary	can	be	computed	offline.	Therefore,	the	SCN
representation	can	be	quickly	obtained	by	looking	up	the	words	in	the
dictionary.

	

13.5.2	 Local	Maximal	Occurrence	Representation
The	Local	Maximal	Occurrence	Representation	[11]	(LOMO)	is	also	specially
designed	for	person	reidentification	task.	It	is	consisted	of	two	basic	features,
namely	the	joint	HSV	histograms	and	the	Scale	Invariant	Local	Ternary	Pattern
[35]	(SILTP)	descriptor.	The	former	is	used	to	capture	the	color	information,
while	the	latter	can	capture	the	texture	appearance.	The	computation	of	LOMO
is	very	fast,	and	it	has	great	robustness	against	the	view	changes	in
reidentification	task.

Before	computing	the	joint	HSV	histograms,	LOMO	first	applies	the	Retinex
algorithm	to	enhance	the	visual	quality	of	person	images.	This	also	benefits	to
reduce	the	illumination	variations	in	different	cameras,	thus	can	help	to	extract
more	discriminative	feature	representation.	Figure	13.5	shows	some	example
images	before	and	after	applying	the	Retinex,	it	can	be	found	that	the	visual
quality	of	processed	images	is	clearly	improved,	and	the	brightness	differences
of	one	person’s	two	images	is	depressed.



Fig.	13.5 	Comparison	of	image	pairs	before	and	after	applying	Retinex

After	mapping	images	into	the	HSV	color	space,	the	joint	HSV	histogram	is
computed	by	computing	the	frequency	of	normalized	pixel	values.	For	each
channel,	we	apply	8-bit	quantization	to	the	pixel	values,	and	this	leads	to	

	dimensional	representation	for	each	grid.

The	SILTP	is	an	extension	of	the	Local	Binary	Pattern	(LBP)	representation
by	introducing	the	scale	invariance.	It	should	be	noted	here	that	the	scale
invariance	indicates	the	pixel	value	scale,	other	than	the	spatial	invariance.
Compared	to	the	LBP	representation,	SILTP	is	more	robust	to	the	noise	pixel
values.	Given	a	pixel	value	at	position	 ,	SILTP	encode	it	as:

(13.7)
where	 	is	the	gray	intensity	value	of	the	center	pixel,	 	are	that	of	its	N

neighborhood	pixels	equally	spaced	on	a	circle	of	radius	R,	 	denotes

concatenation	operator	of	binary	strings,	 	is	a	scale	factor	indicating	the

comparing	rage,	and	 	is	a	piecewise	function	defined	as:



(13.8)
Since	each	comparison	can	result	in	one	of	three	values,	SILTP	encodes	it	with
two	bits	(with	“11”	undefined).	The	scale	invariance	of	SILTP	operator	can	be
easily	verified.

Figure	13.6	shows	a	comparison	of	the	extraction	procedure	of	LBP,	LTP
and	SILTP.	It	can	be	found	that	LTP	is	more	robust	by	introducing	a	small
tolerative	range.	However,	when	the	pixel	value	is	multiplied	by	2,	the	LTP	is
not	stable	enough.	But	after	introducing	a	scale	factor,	the	SILTP	obtains	reliable
robustness	against	noises.	Meanwhile,	it	is	also	robust	to	the	scale	variation	in
pixel	values.

Fig.	13.6 	Comparison	of	LBP,	LTP,	and	SILTP	operators

First	row:	original	encodings.
Second	row:	encodings	with	noises.
Third	row:	encodings	with	scale	transform	(all	pixel	values	are	doubled).
The	circled	red	pixels	are	changed	with	noises	or	by	scale	transform,	and	the

circled	red	encodings	are	affected	by	those	changes	correspondingly.
To	cope	with	the	serious	view	point	changes	of	different	cameras,	both	joint

HSV	histograms	and	SILTP	descriptor	are	extracted	from	dense	grids	with	50%
overlapped	areas	along	horizontal	and	vertical	axis.	The	default	size	of	each	grid
is	 	pixels	and	the	moving	step	is	5	pixel	along	both	horizontal	and

vertical	axis.	From	each	grid,	we	compute	the	512-dimensional	HSV	histograms,
and	the	SILTP	descriptors	with	radius	of	3	and	5.	The	scale	factor	of	SILTP	is
set	to	0.3.



To	address	viewpoint	changes,	LOMO	further	checks	all	sub-windows	at	the
same	horizontal	location,	and	maximizes	the	local	occurrence	of	each	pattern
(i.e.	the	same	histogram	bin)	among	these	sub-windows.	That	is,	only	the
maximal	value	on	each	bin	is	kept	for	the	patterns	computed	from	the	sub-
windows	at	the	same	height.	The	resulting	histogram	achieves	some	invariance
to	viewpoint	changes,	and	at	the	same	time	captures	local	region	characteristics
of	a	person.	Figure	13.7	shows	the	procedure	of	the	proposed	LOMO	feature
extraction.

Fig.	13.7 	Illustration	of	the	LOMO	feature	extraction	procedure

To	further	consider	the	multi-scale	information,	a	three-scale	pyramid	space
is	built	by	applying	 	average	pooling	operation	to	downsample	the	original

image.	By	repeating	the	above	feature	extraction	procedure	and	concatenating	all
the	computed	local	maximal	occurrences,	the	final	feature	representation	is
obtained.	To	suppress	large	bin	values,	the	log	transform	is	applied,	and	then	we
normalize	both	HSV	and	SILTP	features	to	unit	length.

The	extraction	code	of	LOMO	implemented	in	MATLAB	in	given	below.
We	first	give	the	main	function	n	which	is	used	for	reading	the	images	from	the
VIPeR	dataset	and	calling	the	LOMO.m	function.	In	order	to	improve	the
efficiency	of	following	computation,	a	4-dimensional	array	is	used	to	store	the
pedestrian	images.

The	code	of	main.m	file	is	shown	in	PROGRAMME	13.1	as	follows.
PROGRAMME	13.1:	Main	function	of	LOMO





The	LOMO.m	file	is	shown	in	PROGRAMME	13.2,	which	calls	the
pyramidMaxJointHist	and	pyramidMaxSILTPHist	function	to	extract	joint	HSV
histograms	and	SILTP	descriptor	from	dense	grids.	Note	that	the	input	of	LOMO
function	should	be	a	4-dimensional	array	that	stores	the	cross-view	images.

PROGRAMME	13.2:	Call	pyramidMaxJointHist	and
pyramidMaxJointHist	functions	to	extract	joint	HSV	and	SILTP	descriptor





PROGRAMME	13.3:	Extract	the	joint	HSV	histograms	from	different
scale	spaces







Note	that	the	Retinex	function	in	pyramidMaxHSVHist.m	is	implemented	in
C ++.	The	compiled	mex	file	of	Retinex	can	be	downloaded	from	http://www.
cbsr.ia.ac.cn/users/scliao/codes.html.	It	can	be	called	directly	in
pyramidMaxHSVHist	function.	The	pyramidMaxHSVHist	also	calls	a
colorpooling	function	to	implement	average	pooling	function	to	implement	the
downsampling	operation.	The	colorpooling.m	file	is	given	below.

PROGRAMME	13.4:	Downsample	color	images	by	average	pooling
operation

http://www.cbsr.ia.ac.cn/users/scliao/codes.html




The	pyramidMaxSILTPHist	function	extracts	SILTP	descriptor	from	dense
grids	in	different	scale	spaces.	Its	implementation	style	is	similar	to
pyramidMaxHSVHist.m	file.	The	max	pooling	operation	is	also	applied	to	the
patterns	extracted	from	the	grids	on	the	same	height.	Note	that	the	SILTP
descriptor	is	computed	from	the	gray	images,	so	we	need	to	transform	images	to
gray	first.



gray	first.
PROGRAMME	13.5:	Extract	SILTP	descriptor	from	different	scale

spaces





The	most	important	part	in	the	pyramidMaxSILTPHist.m	file	is	calling
SILTP	function	to	extract	SILTP	descriptor	from	each	grid.	The	code	of
SILTP.m	is	shown	below.

PROGRAMME	13.6:	Extract	SILTP	from	grids









There	is	another	pooling	function	called	in	the	pyramidMaxSILTPHist.m
file.	The	pooling.m	is	used	for	downsampling	gray	images.	It	is	implemented	in
a	similar	way	to	the	colorpooling.m	file.	The	code	of	pooling.m	file	is	as
follows.

PROGRAMME	13.7:	The	pooling	operation	for	gray	images





13.6	 An	Example	of	Metric	Learning	Based	Person
Reidentification	Method-XQDA
The	cross-view	quadratic	discriminant	analysis	[11]	(XQDA)	is	an	extension	of
keep	it	simple	and	straightforward	metric	learning	[10]	(KISSME)	algorithm.	It
can	be	viewed	of	the	combination	of	KISSME	and	the	linear	discriminant
analysis	(LDA).	Due	to	the	closed-form	solution,	the	metric	in	XQDA	can	be
computed	very	efficiently,	thus	avoiding	the	iterative	optimization	among
common	metric	learning	algorithms.	Here,	we	first	introduce	the	KISSME
algorithm,	and	then	the	XQDA.

Consider	a	sample	difference	 	in	KISSME.	If	samples	 	and	

share	the	same	label,	i.e.,	 ,	then	 	is	called	the	intra-personal	difference,

otherwise	we	call	 	the	extra-personal	difference.	Then	we	can	define	two
classes	of	variations:	the	extra-personal	variations	 ,

and	the	intra-personal	variations	 .	By	assuming	

and	 	follow	the	zero	mean	Gaussian	distribution,	the	likelihoods	of	observing

	in	 	and	 	are	as	follows:



(13.9)

(13.10)

where	 	is	the	feature	dimension,	 	and	 	are	the	covariance	matrices	of	

and	 	respectively.	Since	 	and	 	both	have	zero	means,	we	can	obtain

(13.11)

(13.12)

From	a	statistical	inference	point	of	view	the	optimal	statistical	decision	whether
a	pair	 	is	intra-personal	or	not	can	be	obtained	by	a	likelihood	ratio	test.

By	applying	the	log	trick,	we	have

(13.13)
By	simplifying	Eq.	(13.14)	and	removing	the	constant	terms,	we	can	obtain

the	following	decision	function

(13.14)



And	so	the	derived	distance	function	between	 	is

(13.15)
From	above	derivation	we	can	find	the	metric	in	KISSME	is	just	

	which	can	be	computed	efficiently	due	to	the	closed-form

solution.	In	practice,	we	only	need	to	compute	two	variance	matrices	and	obtain
the	difference	of	their	inverse	matrices.

However,	KISSME	is	rather	sensitive	to	the	sample	dimension.	Its	developer
Köestinger	et	al.	suggest	to	reduce	the	sample	dimension	to	34	with	principle
component	analysis	(PCA)	before	computing	 .	Although	it	is	a

common	strategy	to	reduce	feature	dimension	with	PCA	among	metric	learning
method,	it	is	pointed	out	that	such	a	“two-stage”	processing	is	not	optimal	during
learning	the	metric.	Because	the	samples	of	different	classes	may	be	cluttered	in
dimension	reduction.	To	improve	this	deficiency,	Liao	et.at	proposed	the	XQDA
algorithm	to	learn	an	optimal	projection	subspace	besides	the	metric.	Since	the
metric	and	subspace	are	jointly	learned,	thus	avoiding	the	“two-stage”
processing.	We	detail	the	XQDA	algorithm	below.

Let	 	be	the	wanted	discriminative	projection	subspace,	we	replace	 ,	

in	Eq.	(13.15)	by	 	and	 ,	then	we	obtain

(13.16)
where	 ,	 .	Therefore,	the	core	of	XQDA	is	to

obtain	the	subspace	W.	However,	directly	optimizing	 	is	difficult	because	W

is	contained	in	two	inverse	matrices.
Consider	 	belongs	to	either	 	or	 ,	we	can	find	the	optimal



projection	directions	w	using	the	LDA-like	method.	Recall	that	both	 	and	

have	zero	mean,	the	projected	samples	of	the	two	classes	will	still	center	at	zero,
but	may	have	different	variances.	In	this	case,	the	traditional	Fisher	criterion
used	to	derive	LDA	is	no	longer	suitable.	However,	the	variances	

and	 	can	still	be	used	to	distinguish	the	two	classes.	Therefore,

we	can	optimize	the	projection	direction	w	such	that	 	is

maximized.	Therefore,	we	can	formulate	the	objective	function	as

(13.17)
The	maximization	of	 	is	equivalent	to

(13.18)
Similar	to	LDA,	the	above	problem	can	be	solved	by	the	generalized

eigenvalue	decomposition.	The	obtained	projection	directions	w	are	just	the
eigenvectors	corresponding	to	the	largest	r	eigenvalues.	With	the	learned
subspace	 ,	we	can	compute	the	distance	between	

according	to	Eq.	(13.16).
In	numeric	computation,	both	KISSME	and	XQDA	have	to	compute	the

covariance	matrices	 	and	 .	However,	directly	computing	them	as	in

Eq.	(13.11)	and	(13.12)	require	 	and	 	multiplication

operations,	where	n	and	m	are	the	numbers	of	probe	and	gallery	images,	
,	and	k	represents	the	average	number	of	images	in	each	class.

Then	we	can	compute	the	 	as	follows

(13.19)
where



,	

,	

,	 ,	

	is	the	class	label,	 	is	the	number	of	samples	in	class	 	of	X,	and	 	is	the

number	of	samples	in	class	k	of	Z.
Similarly,	we	have	the	following	formulation	about	the	covariance	matrix	
:

(13.20)
where	 	and	 .	It	is	worth	noting	that	the	above

simplification	reduce	the	computation	cost	of	 	and	 	to	 ,	thus

greatly	benefit	the	acceleration	of	computation.	The	actual	sample	differences
along	with	their	outer	product	are	not	required.
Because	the	XQDA	has	to	compute	the	inverse	of	 ,	a	singular	matrix	may

bring	some	numerical	problems.	To	solve	this	problem,	we	can	regularize	 	by

adding	a	small	number	to	the	diagonal	elements	of	 .	In	experiment,	it	is

found	that	a	value	of	0.001	is	ok	when	the	samples	are	normalized	to	unit	length.
Another	issue	in	XQDA	is	the	dimensionality	of	the	subspace.	In	practice,	it	is
found	that	having	the	selected	eigenvalues	of	 	is	just	ok.

Using	the	LOMO	feature	detailed	in	Sect.	13.4,	the	implementation	code	of
XQDA	is	shown	in	the	following.	Let	us	see	the	main	function	first.

PROGRAMME	13.8:	Main	function	of	XQDA	algorithm	for	person
reidentification	on	VIPeR





The	most	important	part	in	above	codes	is	calling	XQDA	function	to	learn
the	subspace	W	and	the	metric	 .	The	implementation	code	of	XQDA



function	is	as	follows.
PROGRAMME	13.9:	Learning	the	subspace	and	metric	of	XQDA













It	is	worth	noting	that	QR	decomposition	is	applied	if	the	feature	dimension
is	higher	than	the	sample	number	in	the	XQDA.m	file.	The	advantage	is	that	the
computation	cost	can	be	greatly	reduced	in	this	way.	To	obtain	the	eigenvectors
of	 ,	the	singular	value	decomposition	(SVD)	is	used	instead	of

eigenvalue	decomposition	to	achieve	numeric	stability.
There	are	two	other	functions	of	MahDist	and	EvalCMC	in	the	main	function

of	XQDA.	The	MahDist	function	implement	the	computation	of	Mahalanobis
distance	between	every	pair	in	two	feature	matrices.	And	the	EvalCMC	function
computes	the	cumulative	matching	accuracies	on	each	rank.	The	code	of
MahDist	function	is	given	below.

PROGRAMME	13.10:	Compute	the	Mahalanobis	distance	between
every	sample	pair	in	two	feature	matrices



Based	on	the	distance	matrix	of	the	probe	images	and	the	gallery	images,	we
can	rank	the	gallery	images	according	their	distances	with	each	probe	image.
Then	we	can	obtain	the	matching	accuracies	on	each	rank.	By	accumulating	the
accuracies	and	plotting	them,	a	CMC	curve	is	obtained.	To	obtain	a	robust
performance,	the	experiment	is	usually	repeated	10	times	to	average	the	CMC
curve.	This	can	be	found	in	the	main	function	of	XQDA.	The	code	of	EvalCMC
function	has	been	given	in	Sect.	6.5.6,	so	we	omit	it	here.

On	VIPeR	dataset,	we	can	obtain	a	40%	rank-1	matching	accuracy	at	rank-1
by	running	the	main	function	of	XQDA	with	the	LOMO	feature.	Due	to	the
closed-form	solution,	it	only	takes	a	general	1.5	s	to	learn	the	metric	and
subspace.	So	the	XQDA	is	a	very	efficient	and	powerful	metric	learning



algorithm	whose	reidentification	result	is	rather	impressive.	The	plotted	CMC
curve	is	shown	in	Fig.	13.8.

Fig.	13.8 	The	CMC	curve	of	XQDA + LOMO	on	the	VIPeR	dataset
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In	this	chapter	we	firstly	introduce	the	development	and	the	main	reasons	of	the
success	of	deep	learning,	then	the	structure	and	principle	of	the	deep	CNN	are
explored,	and	several	classical	convolution	network	models	are	analyzed,	finally
two	instances	based	on	CNN	architecture	are	given.

14.1	 Introduction
Rumelhart	et	al.	proposed	Back	Propagation	(BP)	algorithm	of	artificial	neural
network	in	1986	[1],	which	inspired	the	enthusiasm	for	the	research	of	neural
network	in	machine	learning.	But	because	the	BP	neural	network	is	easy	to	meet
over	fitting,	long	training	time	and	other	problems,	in	the	90s,	support	vector
machines	(SVM)	based	on	statistical	learning	theory	became	more	popular	[2].
SVM	has	a	strong	learning	ability	of	small	sample,	and	its	learning	effect	is	also
superior	to	BP	neural	networks,	which	led	to	the	study	of	neural	networks	falling
into	a	ditch	again.

Hinton	et	al.	proposed	deep	learning	in	Science	in	2006	[3],	in	which
two	main	ideas	were	given:	(a)	neural	network	with	multilayer	artificial	has
excellent	feature	learning	ability,	and	the	learned	data	can	better	reflect	the
essential	characteristics	of	the	data,	which	is	conducive	to	the	visualization	or
classification;	(b)	The	training	difficulty	of	deep	neural	network	can	be
effectively	overcome	by	layer-wise	unsupervised	training.

Theoretical	research	shows	that	in	order	to	learn	complex	functions	that	can
represent	high-level	abstract	features,	a	deep	network	is	needed.	The	deep
network	is	composed	of	multilayer	nonlinear	operators,	and	the	typical	design	is
a	neural	network	with	multilayer	hidden	nodes.	However,	as	network	layer
increases,	how	to	search	the	parameter	space	of	the	deep	architecture	becomes	a
challenging	task.

In	recent	years,	the	main	reasons	of	the	success	of	deep	learning	includes:

(a)
On	training	data,	the	emergence	of	large-scale	training	data

(such	as	ImageNet)	provides	good	training	resources	for	deep
learning.

	

(b)
The	rapid	development	of	computer	hardware	(especially

the	advent	of	GPU)	has	made	it	possible	to	train	large-scale
neural	networks.

	

Convolutional	neural	networks	(CNN)	is	a	kind	of	neural	networks	with
convolution	structure,	which	reduces	the	memory	using	the	method	of	weighting



convolution	structure,	which	reduces	the	memory	using	the	method	of	weighting
sharing	in	the	deep	network,	also	reduces	the	number	of	network	parameters,
relieves	overfitting	problem.

In	order	to	guarantee	a	certain	amount	of	translation,	scaling,	distortion
invariance,	local	receptive	field,	shared	weight	and	space	or	time	downsampling
are	designed	in	CNN.	Convolutional	neural	network	LeNet-5	is	put	forward	for
character	recognition	[4],	which	is	composed	of	convolutional	layers,
downsampling	layers	and	a	whole	connecting	layer.	It	achieves	better	results	in
the	small	handwritten	digital	recognition.	In	2012,	Krizhevsky	et	al.	designed	a
convolutional	neural	network,	named	AlexNet	[5],	won	the	first	place	in	Image
classification	task	of	ImageNet	challenge,	which	proclaimed	huge	success	of
CNN	in	large-scale	image	classification.	AlexNet	possesses	deeper	architecture
with	ReLU	(Rectified	linear	unit)	as	nonlinear	activation	function	and	dropout	to
avoid	overfitting.

After	AlexNet,	the	researchers	proposed	deeper	neural	networks,	such	as	the
Google’s	GoogLeNet	[6]	and	the	152-layer	residual	network	designed	by	MSRA
[7].	Table	14.1	is	the	leading	result	of	ImageNet’s	image	classification	task	over
the	years,	and	it	can	be	seen	that	the	network	with	the	deeper	layers	often	gains
better	classification	results.

Table	14.1 	The	results	of	the	image	classification	task	on	ImageNet

Time Organization Top-5	error	rate	(%) Net	name Depth

2015.12.10 MSRA 3.57 ResNet	[7] 152

2014.8.18 Google 6.67 GoogLeNet	[6] 22

2013.11.14 NYU 11.7 Clarifai	[8] 10

2012.10.13 U.Toronto 15.0 Alexnet	[5] 8

The	rest	of	the	chapter	is	organized	as	follows.	The	structure	and	principle	of
the	deep	CNN	are	dissected	in	following	section,	then	several	classical
convolution	network	models	are	analyzed,	and	finally	two	instances	based	on
CNN	are	given.

14.2	 Model	Analysis	of	CNN
14.2.1	 Basic	Modules	of	CNN
The	basic	modules	of	CNN	can	be	divided	into	four	parts:	input	layer,
convolutional	layer,	fully-connected	layer	and	output	layer.

Input	layer.	The	convolutional	input	layer	can	directly	affect	the	raw	input
data.	If	input	is	image,	the	input	data	are	the	pixel	values	of	the	image.



data.	If	input	is	image,	the	input	data	are	the	pixel	values	of	the	image.
Convolutional	layer.	The	convolution	layer	of	the	CNN,	also	known	as	the

feature	extraction	layer,	consists	of	two	parts.	The	first	part	is	the	real
convolutional	layer.	The	main	role	is	to	extract	the	features	of	input	data.
Different	convolution	kernel	extracts	different	characteristics	of	input	data.	The
more	convolution	kernels	in	the	convolutional	layer,	the	more	the	features	of	the
input	data	can	be	extracted.	The	second	part	is	the	pooling	layer,	also	called
subsampling	layer.	The	main	purpose	is	to	reduce	the	amount	of	data	processing
on	the	basis	of	retaining	useful	information	and	speed	up	the	training	process.	In
general,	CNN	contains	at	least	two	convolutional	layers,	namely	convolutional
layer—pooling	layer—convolutional	layer—pooling	layer.

Fully-connected	layer.	Fully-connected	layers	are	actually	the	hidden	layers
of	the	Multilayer	Perceptrons.	In	general,	the	neurons	in	the	following	layers	are
connected	to	each	neuron	in	the	previous	layer,	and	there	is	no	connection
between	the	neurons	in	the	same	layer.

Output	layer.	The	number	of	neural	nodes	in	the	output	layer	is	set	according
to	specific	application	tasks.	If	it	is	a	classification	task,	the	CNN	output	layer	is
usually	a	classifier,	such	as	a	Softmax	classifier.

14.2.2	 Convolution	and	Pooling
(1)

Convolution	
Convolution	is	often	used	for	image	feature	extraction,	the	most	important	of

which	is	the	convolution	kernel.	The	key	design	points	generally	involve	the
size,	the	number	and	the	stride	of	the	convolution	kernel.	Theoretically,	the
number	means	the	number	of	feature	maps	obtained	from	the	upper	layer
through	convolution	filter.	The	more	features	you	extract,	the	more	feature	space
the	network	represents,	and	the	final	recognition	result	will	be	more	accurate.

But	if	the	number	of	convolution	kernels	is	too	large,	the	complexity	of	the
network	and	the	number	of	parameters	will	increase,	which	leads	to	the
increment	of	calculation	complexity	and	overfitting	phenomenon.	So	the	number
of	convolution	kernels	shall	be	determined	according	to	the	size	of	the	specific
image	datasets.

Image	convolution	feature	extraction	will	be	realized	on	a	 	image

by	setting	a	convolution	kernel	filter	with	size	of	 	and	stride	k,	then	a

feature	map	will	be	generated	with	size	of	 ,	shown	in	Fig.	14.1.



In	general,	the	smaller	size	of	the	convolution	kernel,	the	higher	quality	of	the
feature.	Nonetheless,	the	size	should	be	determined	according	to	the	size	of	the
input	image.

Fig.	14.1 	Convolution	diagram	of	image

(2)
Pooling	
Feature	map	of	image	is	obtained	by	convolution	of	the	input	image,	and

then	new	features	will	be	produced	in	small	neighborhood	of	the	feature	map	by
using	the	pooling	technique.	By	means	of	pooling	to	upper	layers,	parameters
(the	feature	dimension)	can	reduce,	and	the	enhanced	features	make	the	final
expression	keep	invariance	(rotation,	translation,	scaling,	etc.).	So	the	essence	of
pooling	is	a	dimension	reduction	process.	The	common	pooling	methods	include
mean-ooling,	max-pooling,	and	so	on.

According	to	relevant	theories,	the	error	of	extracted	feature	mainly	comes
from	two	aspects:

(a)
the	increase	of	estimation	variance	for	limited

neighborhood	size;
	

(b)
the	offset	of	estimated	mean	caused	by	convolution	layer

parameter	error.	Generally	speaking,	mean-pooling	reduces	the
first	error,	and	more	retention	of	the	background	information
of	the	image.	Maxpooling	reduces	the	second	error,	and	retains
more	texture	information.

	



more	texture	information.

14.2.3	 Activation	Function
Activation	functions	often	used	in	the	neural	network	include	Sigmoid	function,
Tanh	function	and	ReLU	function,	etc.	The	first	two	activation	function	in
traditional	BP	neural	network	are	used	more.	ReLU	function	is	used	more	in
deep	learning.	ReLU	function	is	a	rectified	linear	unit	proposed	by	Hinton	et	al.
[5],	shown	as	Fig.	14.2.	Training	on	CNN	using	ReLU	will	be	faster	than
sigmoid	and	tanh	function.

Fig.	14.2 	ReLU	function

Assuming	that	the	activation	function	of	a	neural	node	is	 ,	the	expression

of	the	ReLU	function	is:

(14.1)
where	i	represents	the	number	of	hidden	layer	nodes,	 	indicates	the	weight	of

hidden	layer	nodes.
Because	ReLU	function	has	the	form	of	linear,	unsaturated,	unilateral
suppression	and	sparse	activation,	its	use	in	convolution	neural	network	is	more
common	than	sigmoid	and	tanh	function.



14.2.4	 Softmax	Classifier	and	Cost	Function
When	CNN	is	applied	to	image	classification	task,	a	softmax	classifier	is	often
attached	to	the	last	fully-connected	layer	of	the	neural	network	to	predict	the
image	label.

In	softmax	regression,	our	goal	is	to	solve	multiple	classification	problems.
Label	y	may	have	 	different	values	(rather	than	2).	Therefore,	for	the	training

dataset	 ,	we	have	 .

For	a	given	test	input	x,	we	want	to	estimate	the	probability	value	

for	each	category	 	by	the	hypothesis	function.	That	is	to	say,	we	want	to

estimate	the	probability	of	each	category	of	 .	Consequently,	our	hypothetical

function	will	output	a	vector	with	 	dimension	(the	sum	of	the	vector	element	is

1)	to	represent	the	probability	value	of	this	estimate.	Specifically,	our
hypothetical	function	 	is	as	follows:

(14.2)
For	convenience,	we	also	use	symbol	θ	to	represent	all	model	parameters.

The	probability	of	 	belongs	to	 	is:

(14.3)
When	conditional	probability	 	of	each	sample	is	the	largest,

recognition	rate	of	classifier	is	the	highest,	which	is	equivalent	to	maximizing
the	likelihood	function	as	follows:



(14.4)
To	reduce	the	amount	of	computation	and	prevent	overflow,	after	taking	the

logarithm	of	likelihood	function,	the	appropriate	deformation	is:

(14.5)
where	1{.}	indicates	indicator	function,	1{true}	=1,	1{false}=	0.	At	this	point,
maximizing	likelihood	function	is	equivalent	to	minimizing	cost	function,	so
gradient	descent	method	is	used	to	solve	the	minimum	value	of	 	and

determine	the	parameter	 .	The	gradient	of	cost	function	 	is:

(14.6)
In	practical	use,	we	usually	add	regularization	 	(L2	norm)	to	the

cost	function	to	prevent	the	overfitting	problem,	thus	the	cost	function	can	be
transformed	into:

(14.7)
The	second	item	in	the	upper	equation	will	punish	the	larger	parameter

value,	also	known	as	the	weight	attenuation	term.	The	proper	 	can	reduce	the

order	of	magnitudes	of	weight,	so	that	the	value	of	network	parameters	can	be
controlled	to	prevent	overfitting.

14.2.5	 Learning	Algorithm
Neural	networks	mainly	utilize	back	propagation	algorithm	to	implement	the
gradient	calculation	and	update	the	parameters	using	the	gradient.	The	two	main



gradient	calculation	and	update	the	parameters	using	the	gradient.	The	two	main
methods	are	Stochastic	Gradient	Decent	(SGD),	Adaptive	Moment	Estimation
(Adam).

Usually,	training	datasets	are	very	large.	If	loading	all	the	training	samples	in
one	time,	there	will	be	memory	overflow	problems.	So	we	actually	use	a	mini-
batch	of	datasets,	the	number	of	mini-batch	N	≪	|D|,	thus	the	cost	function	will
be:

(14.8)

(1)
Stochastic	Gradient	Descent	
Network	loads	a	mini-batch	each	time	for	training	in	SGD	method.	Since

each	mini-batch	is	selected	randomly,	cost	function	in	each	iteration	is	different.
The	gradient	of	current	batch	has	a	far	greater	impact	on	the	update	of	network
parameters.	To	reduce	this	effect,	momentum	coefficient	will	be	usually
introduced	to	improve	the	traditional	stochastic	gradient	descent	method.

Momentum	simulates	the	inertia	of	a	moving	object,	that	is,	when	the	update
operation	is	performed,	to	some	degree,	keep	the	updated	direction.	At	the	same
time,	the	current	batch	gradient	is	used	to	fine-tune	the	final	update	direction,
which	can	enhance	its	stability	to	a	certain	extent.	Thus	the	network	will	learn
faster,	and	there	is	a	certain	ability	to	get	rid	of	local	optimality.	Iterative
equation	of	SGD	with	momentum	is	shown	as	follows:

(14.9)

(14.10)

where	 	is	the	last	weight	update	amount,	 	is	momentum	coefficient	between

0	and	1,	which	indicates	to	what	extent	to	keep	the	original	direction.	 	is

learning	rate.
Characteristic	of	SGD	can	be	summarized	as	follows:

(a)
At	the	beginning	of	the	descent,	the	last	parameter	is	used	to	update.	Since 	



descent	direction	is	consistent,	network,	multiplied	by	a	larger	number	 ,

is	able	to	accelerate	well.
(b)

In	the	middle	and	later	stages,	when	the	local	minimum	is	oscillating	back
and	forth,	 ,	 	makes	update	amplitude	increase,	which	can

beat	local	minimum	trap.

	

(c)
When	the	gradient	changes	direction,	 	can	reduce	updates.	In	general,	the

momentum	term	can	accelerate	the	SGD	in	the	relevant	direction	and
suppress	the	oscillation,	thus	accelerate	the	convergence.

	

(2)
Adaptive	Moment	Estimation	
Adam	is	a	RMSprop	with	a	momentum	term	in	essence.	It	uses	the	first

order	reliability	estimation	and	the	second	order	reliability	estimation	of	the
gradient	to	dynamically	adjust	the	learning	rate	of	each	parameter.	The	main
advantage	of	Adam	is	that	learning	rates	have	a	defined	scope	in	each	iteration
after	bias	correction,	which	makes	the	parameter	stable.	Iteration	equations	are
as	follows:

(14.11)

(14.12)

(14.13)

(14.14)

(14.15)

where	 ,	 	are	the	first	order	reliability	estimation	and	the	second	order

reliability	estimation	of	the	gradient,	which	can	be	seen	as	estimates	of



expectations	 	and	 .	 ,	 	are	the	correction	to	 ,	 ,

which	can	be	approximated	to	an	unbiased	estimate	of	expectations.	As	can	be
seen,	the	moment	estimation	of	the	gradient	has	no	additional	requirement	for
memory,	and	can	be	dynamically	adjusted	according	to	the	gradient,	while	

	is	a	dynamic	constraint	to	learning	rate	with	a	clear	range.

Characteristic	of	Adam	can	be	summarized	as	follows:

(a)
Being	good	at	handling	sparse	gradient	and	non-stationary	target. 	

(b)
Small	memory	requirements. 	

(c)
Different	adaptive	learning	rates	are	calculated	for	different	parameters. 	

(d)
Most	non-convex	optimization	problems	are	applicable,	so	do	big	data	sets
and	high	dimensional	space.

	
(e)

Usually,	its	iteration	speed	is	faster	than	SGD,	but	its	convergence
accuracy	is	generally	inferior	to	SGD.

	

14.2.6	 Dropout
Weight	decay	(L2	regularization)	is	implemented	by	modifying	the	cost
function,	while	dropout	is	realized	by	modifying	the	architecture	of	neural
network,	which	is	an	optimization	method	used	in	training	neural	networks.
Dropout	can	make	some	units	of	the	hidden	layer	of	the	network	don’t	work
randomly	during	model	training	phase.	Those	unworking	units	won’t	be
calculated	but	their	weights	will	be	kept	(temporarily	not	updated),	since	it	might
work	again	along	with	the	input	of	the	next	sample.	During	the	training	phase,
dropout	sets	the	output	of	the	hidden	layer	node	to	0	at	a	certain	probability	

.	The	neural	network	structures	without	dropout	and	with	dropout	are

compared	in	as	Fig.	14.3.



Fig.	14.3 	Dropout	schematic	diagram

One	advantage	of	dropout	is	that	it	is	computationally	cheap.	Using	dropout
during	training,	it	requires	only	O(n)	computation	per	example	per	update,	to
generate	n	random	binary	numbers	and	multiply	them	by	the	state.	Another
significant	advantage	of	dropout	is	that	it	does	not	significantly	limit	the	type	of
model	or	training	procedure	that	can	be	used.	It	works	well	with	nearly	any
model	that	uses	a	distributed	representation	and	can	be	trained	with	stochastic
gradient	descent.

14.2.7	 Batch	Normalization
In	the	process	of	training	deep	neural	networks,	there	are	usually	“gradient
diffusion”	problems.	That	is	to	say,	when	the	back	propagation	method	is	used	to
compute	the	gradient	derivative,	with	the	increase	of	network	depth,	the
amplitude	of	gradient	of	back	propagation	(from	the	output	layer	to	the	first
layer	of	the	network)	will	decrease	dramatically.	To	solve	the	gradient	diffusion
problem,	Google	proposed	the	Batch	Normalization	method	in	ICML	conference
in	2015	[9].	Batch	Normalization,	that	is,	when	stochastic	gradient	descent
computed,	the	corresponding	activation	output	will	be	normalized	by	mini-batch,
so	the	mean	of	the	results	is	0	and	the	variance	is	1.	By	this	mean,	the	output	that
is	going	to	decrease	gets	bigger.	Therefore,	the	problem	of	gradient	diffusion	is
solved	in	a	large	part,	and	the	training	of	deep	neural	network	will	be



accelerated.

14.3	 Typical	CNN	Models
14.3.1	 LeNet
LeNet	is	a	classical	convolution	neural	network	model	for	handwritten	character
recognition	by	Yan	Lecun	in	1998	[4].	The	architecture	of	which	is	shown	as
Fig.	14.4.

Fig.	14.4 	Architecture	of	LeNet-5

The	architecture	of	LeNet	contains	7	layers,	including	3	convolutional	layers.
The	first	convolutional	layer	C1	consists	of	6	feature	maps,	156	trainable
parameters,	and	 	connections.	Each	unit

in	each	feature	map	is	connected	to	a	 	neighborhood	in	the	input.	The	size

of	the	feature	maps	is	 	which	prevents	connection	from	the	input	from

falling	off	the	boundary.	Convolutional	layer	C3	has	1,516	trainable	parameters
and	151,600	connections.	The	connection	between	S2	and	C3	is	shown	as
Fig.	14.4.	Each	unit	in	each	feature	map	is	connected	to	several	

neighborhoods	at	identical	locations	in	a	subset	of	S2’s	feature	maps.	Layer	C5
is	a	convolutional	layer	with	120	feature	maps,	the	size	of	C5’s	feature	maps	is	

:	this	amounts	to	a	full	connection	between	S4	and	C5.

The	architecture	of	LeNet	contains	2	subsampling	layers,	too.	Layer	S2	has	6
feature	maps	while	S2	has	16	feature	maps.	Layer	S2	has	12	trainable	parameters
and	5,880	connections.	Likewise,	Layer	S4	has	32	trainable	parameters	and
156,000	connections.

Layer	F6,	contains	84	units	and	is	fully	connected	to	C5.	It	has	10,164



Layer	F6,	contains	84	units	and	is	fully	connected	to	C5.	It	has	10,164
trainable	parameters.

14.3.2	 AlexNet
AlexNet	is	the	convolutional	neural	network	model	used	in	the	ImageNet	Large
Scale	Visual	Recognition	Challenge	(ILSVRC)	2012	by	Hinton	team	[5],	and
won	the	first	prize.	They	achieved	a	winning	top-5	test	error	rate	of	15.3%,
which	is	more	10%	than	the	second-best	entry.	AlexNet	has	five	convolutional
layers	and	three	fully-connected	layers	(Fig.	14.5).

Fig.	14.5 	The	architecture	of	AlexNet

The	network’s	input	is	150,528-dimensional,	output	is	1000-dimensional.
AlexNet	contains	five	convolutional	layers	and	three	fully-connected	layers,

outputs	one	thousand	categories	classified	by	softmax	classifier.	AlexNet	applied
a	variety	of	new	technologies	in	the	network,	including:

(1)
Data	augmentation 	

The	most	common	method	to	reduce	overfitting	on	image	data	is	to
artificially	enlarge	the	dataset.	AlexNet	employed	several	distinct	forms	of	data
augmentation,	including:

(a)
The	first	form	of	data	augmentation	consists	of	generating	image
translations	and	horizontal	reflections	by	extracting	random	224	×	224
patches	from	the	256	×	256	images.

	

(b)
At	test	time,	the	network	makes	a	prediction	by	extracting	five	224	×	224
patches	(the	four	corner	patches	and	the	center	patch)	as	well	as	their
horizontal	reflections	(hence	ten	patches	in	all),	and	averaging	the

	



horizontal	reflections	(hence	ten	patches	in	all),	and	averaging	the
predictions.

(c)
The	network	performs	PCA	on	the	set	of	RGB	pixel.	To	each	training
image,	multiples	of	the	found	principal	components	are	added,	with
magnitudes	proportional	to	the	corresponding	eigenvalues	times	a	random
variable	drawn	from	a	Gaussian	with	mean	zero	and	standard	deviation	0.1.

	

(2)
ReLU	activation	function	
The	standard	activation	function,	such	as	tanh	or	sigmoid,	in	terms	of

training	time	with	gradient	descent,	these	saturating	nonlinearities	are	much
slower	than	the	non-saturating	nonlinearity.	Nonlinearity	as	Rectified	Linear
Units	(ReLUs)	can	void	this	problem.	Deep	convolutional	neural	networks	with
ReLUs	train	several	times	faster	than	their	equivalents	with	tanh	units.

(3)
Dropout	
The	neurons	which	are	“dropped	out”	in	this	way	do	not	contribute	to	the

forward	pass	and	do	not	participate	in	back-propagation.	So	every	time	an	input
is	presented,	the	neural	network	samples	a	different	architecture,	but	all	these
architectures	share	weights.	This	technique	reduces	complex	co-adaptations	of
neurons,	since	a	neuron	cannot	rely	on	the	presence	of	particular	other	neurons.
It	is,	therefore,	forced	to	learn	more	robust	features	that	are	useful	in	conjunction
with	many	different	random	subsets	of	the	other	neurons.

(4)
Training	on	Multiple	GPUs	
The	memory	of	a	single	GPU	is	too	small,	which	limits	the	maximum	size	of

the	networks.	AlexNet	spreads	the	net	across	two	GPUs.	The	parallelization
scheme	essentially	puts	half	of	the	kernels	(or	neurons)	on	each	GPU,	with	one
additional	trick:	the	GPUs	communicate	only	in	certain	layers.

(5)
Local	Response	Normalization	
ReLUs	have	the	desirable	property	that	they	do	not	require	input

normalization	to	prevent	them	from	saturating.	If	at	least	some	training	examples
produce	a	positive	input	to	a	ReLU,	learning	will	happen	in	that	neuron.
However,	local	normalization	scheme	aids	generalization.	This	sort	of	response
normalization	implements	a	form	of	lateral	inhibition	inspired	by	the	type	found



normalization	implements	a	form	of	lateral	inhibition	inspired	by	the	type	found
in	real	neurons,	creating	competition	for	big	activities	amongst	neuron	outputs
computed	using	different	kernels.

14.3.3	 GoogLeNet
GoogLeNet	is	the	championship	of	ILSVRC	2014	[6],	which	is	a	22	layers	deep
network	and	obtains	a	top-5	error	of	6.67%	on	both	the	validation	and	testing
data,	ranking	the	first	among	other	participants.	The	main	contribution	of
GoogLeNet	is	their	Inception	architecture.

The	most	straightforward	way	of	improving	the	performance	of	deep	neural
networks	is	by	increasing	their	size.	This	includes	both	increasing	the	depth:	the
number	of	network	levels,	and	its	width:	the	number	of	units	at	each	level.
Bigger	size	typically	means	a	larger	number	of	parameters,	which	makes	the
enlarged	network	more	prone	to	overfitting,	especially	if	the	number	of	labeled
examples	in	the	training	set	is	limited.	The	other	drawback	of	uniformly
increased	network	size	is	the	dramatically	increased	use	of	computational
resources.

A	fundamental	way	of	solving	both	of	these	issues	would	be	to	introduce
sparsity	and	replace	the	fully	connected	layers	by	the	sparse	ones,	even	inside
the	convolutions.	The	main	idea	of	the	Inception	architecture	is	to	consider	how
an	optimal	local	sparse	structure	of	a	convolutional	vision	network	can	be
approximated	and	covered	by	readily	available	dense	components.	The	naïve
version	of	the	Inception	architecture	are	restricted	to	filter	sizes	1	×	1,	3	×	3	and
5	×	5.	Additionally,	since	pooling	operations	have	been	essential	for	the	success
of	current	convolutional	networks,	it	suggests	that	adding	an	alternative	parallel
pooling	path	in	each	such	stage	should	have	additional	beneficial	effect,	shown
as	Fig.	14.6.

Fig.	14.6 	Inception	module	in	naïve	version



One	big	problem	with	the	above	modules,	at	least	in	this	naïve	form,	is	that
even	a	modest	number	of	5	×	5	convolutions	can	be	prohibitively	expensive	on
top	of	a	convolutional	layer	with	a	large	number	of	filters.

This	leads	to	the	second	idea	of	the	Inception	architecture:	judiciously
reducing	dimension	wherever	the	computational	requirements	would	increase
too	much	otherwise.	That	is,	1	×	1	convolutions	are	used	to	compute	reductions
before	the	expensive	3	×	3	and	5	×	5	convolutions.	Besides	being	used	as
reductions,	they	also	include	the	use	of	rectified	linear	activation	making	them
dual-purpose.	The	final	result	is	depicted	in	Fig.	14.7.

Fig.	14.7 	Inception	module	with	dimensionality	reduction

The	hierarchical	structure	of	GoogLeNet	is	as	follows:
Input	dimensionality	of	initial	data	is	224	×	224	×	3.
The	first	convolutional	layer	conv1,	has	64	features	with	pad	3,	7	×	7	filter

size,	and	stride	2,	resulting	in	a	112	×	112	×	64	output.	After	ReLU	calculation,	a
pooling	layer	pool1	is	added	for	dimension	reduction,	with	3	×	3	patch	size,	and
stride	2.	[(112	−	3+	1)/2]	+	1	=	56,	output	dimensionality	is	56	×	56	×	64.

The	second	convolutional	layer	conv2,	has	192	features	with	pad	1,	3	×	3
filter	size,	and	stride	1,	resulting	in	a	56	×	56	×	192	output.	After	ReLU
calculation,	a	pooling	layer	pool2	is	added	for	dimension	reduction,	with	3	×	3
patch	size	and	stride	2,	resulting	in	a	28	×	28	×	192	output.

The	third	convolutional	layer	is	an	inception	layer	named	(3a),	which	is
composed	of	inception	module	using	different	scale	convolution	kernel.	(3a)
contains	four	branches:



(1)
A	1	×	1	convolution	with	64	filters	(And	then	executing	the

ReLU	calculation),	resulting	in	a	28	×	28	×	64	output.
	

(2)
A	1	×	1	convolution	with	96	filters	for	dimension

reduction,	leading	to	a	28	×	28	×	96	intermediate	result,	after
ReLU	calculation,	3	×	3	convolution	is	conducted	with	128
filters	with	pad	1,	resulting	in	a	28	×	28	×	128	output.

	

(3)
A	1	×	1	convolution	with	16	filters	for	dimension

reduction,	leading	to	a	28	×	28	×	16	intermediate	result,	after
ReLU	calculation,	5	×	5	convolution	is	conducted	with	32
filters	with	pad	2,	resulting	in	a	28	×	28	×	32	output.

	

(4)
Pooling	layer,	3	×	3	convolution	with	pad	1,	bringing	about

a	28	×	28	×	192	intermediate	result,	then	a	1	×	1	convolution
with	32	filters	for	dimension	reduction,	resulting	in	a	28	×	28	×
32	output.

	

Four	outputs	can	be	concatenated,	resulting	in	a	28	×	28	×	256	output.
In	the	same	way,	data	evolves	like	Table	14.2.

Table	14.2 	GoogLeNet	incarnation	of	the	inception	architecture

Type Patch
size/stride

Outputsize Depth #1
×	1

#3×	3
reduce

#3
×	3

#5	×	5r
educe

#5
×	5

Pool
proj

Params Ops

Convolution 1 	 	 	 	 	 	 2.7K 34M

Max	pool 0 	 	 	 	 	 	 	 	

Convolution 2 	 64 192 	 	 	 112K 360M

Max	pool 0 	 	 	 	 	 	 	 	

Inception(3a) 	 2 64 96 128 16 32 32 159K 128M

Inception(3b) 	 2 128 128 192 32 96 64 380K 304M

Max	pool 0 	 	 	 	 	 	 	 	

Inception(4a) 	 2 192 96 208 16 48 64 364K 73M

Inception(4b) 	 2 160 112 224 24 64 64 437k 88M

Inception(4c) 	 2 128 128 256 24 64 64 463K 100M



Inception(4c) 	 2 128 128 256 24 64 64 463K 100M

Inception(4d) 	 2 112 144 288 32 64 64 580K 119M

Inception(4e) 	 2 256 160 320 32 128 128 840K 170M

Max	pool 0 	 	 	 	 	 	 	 	

Inception(5a) 	 2 256 160 320 32 128 128 1072K 54M

Inception(5b) 	 2 384 192 384 48 128 128 1388K 71M

Avg	pool 0 	 	 	 	 	 	 	 	

Dropout
(40%)

	 0 	 	 	 	 	 	 	 	

Linear 	 1 	 	 	 	 	 	 1000K 1M

Softmax 	 0 	 	 	 	 	 	 	 	

14.3.4	 VGGNet
VGGNet	was	proposed	by	Visual	Geometry	Group	won	of	Oxford,	and	won	the
first	place	in	localization	task	and	the	second	place	in	classification	of	ILSVRC
2014	[10].	The	main	contributions	of	VGGNet	including:	a	very	small
convolution	(3	×	3)	and	a	deeper	network	can	effectively	improve	the	effect	of
the	model.	VGGNet	has	good	generalization	ability	on	other	dataset.

(1)
Network	architecture	
The	input	to	a	ConvNet	is	a	fixed-size	224	×	224	RGB	image.	The	only	pre-

processing	is	subtracting	the	mean	RGB	value,	computed	on	the	training	set,
from	each	pixel.	The	image	is	passed	through	a	stack	of	convolutional	(conv.)
layers,	where	filters	are	used	with	a	very	small	receptive	field:	3	×	3	(which	is
the	smallest	size	to	capture	the	notion	of	left/right,	up/down,	center).
Experiments	with	1	×	1	convolution	filters	are	conducted,	which	can	be	seen	as	a
linear	transformation	of	the	input	channels	(followed	by	nonlinearity).	The
convolution	stride	is	fixed	to	1	pixel;	the	spatial	padding	of	conv.	layer	input	is
such	that	the	spatial	resolution	is	preserved	after	convolution,	i.e.	the	padding	is
1	pixel	for	3	×	3	conv.	layers.	Spatial	pooling	is	carried	out	by	5	max-pooling
layers,	which	follow	some	of	the	conv.	layers	(not	all	the	conv.	layers	are
followed	by	max-pooling).	Maxpooling	is	carried	out	over	a	2	×	2	pixel	window,



with	stride	2.
A	stack	of	convolutional	layers	is	followed	by	three	Fully-Connected	(FC)

layers:	the	first	two	have	4096	channels	each,	the	third	performs	1000-way
classification	and	thus	contains	1000	channels	(one	for	each	class).	The	final
layer	is	the	softmax	transform	layer.

Table	14.3	refers	to	the	nets	by	their	names	(A–E).	All	configurations	differ
only	in	the	depth:	from	11	weight	layers	in	the	network	A(8	conv.	and	3	FC
layers)	to	19	weight	layers	in	the	network	E	(16	conv.	and	3	FC	layers).	The
width	of	conv.	layers	(the	number	of	channels)	is	rather	small,	starting	from	64
in	the	first	layer	and	then	increasing	by	a	factor	of	2	after	each	max-pooling
layer,	until	it	reaches	512.

Table	14.3 	Network	architecture	of	VGGNet

ConvNet	configuration

A A-LRN B C D E

11	weight
layers

11	weight
layers

13	Weight
layers

16	weight
layers

16	weights
layers

19	weights
layers

Input	(224	×	224	RGB	image)

conv3-64 conv3-64
LRN

conv3-64
conv3-64

conv3-64
conv3-64

conv3-64
conv3-64

conv3-64
conv3-64

Maxpool

conv3-128 conv3-128 conv3-128
conv3-128

conv3-128
conv3-128

conv3-128
conv3-128

conv3-128
conv3-128

Maxpool

conv3-256
conv3-256

conv3-256
conv3-256

conv3-256
conv3-256

conv3-256
conv3-256
conv1-256

conv3-256
conv3-256
conv3-256

conv3-256
conv3-256
conv3-256
conv3-256

Maxpool

conv3-512
conv3-512

conv3-512
conv3-512

conv3-512
conv3-512

conv3-512
conv3-512
conv1-512

conv3-512
conv3-512
conv3-512

conv3-512
conv3-512
conv3-512
conv3-512

Maxpool

conv3-512	conv3-512 conv3-512
conv3-512

conv3-512
conv3-512

conv3-512
conv3-512
conv1-512

conv3-512
conv3-512
conv3-512

conv3-512
conv3-512
conv3-512



conv1-512 conv3-512 conv3-512

conv3-512

Maxpool

FC-4096

FC-4096

FC-1000

Softmax

(2)
Training	
The	training	is	carried	out	using	mini-batch	gradient	descent	with

momentum.	The	batch	size	was	set	to	256,	momentum—to	0.9.	The	training
weight	decay	was	set	to	0.0005	and	dropout	regularization	for	the	first	two	fully-
connected	layers	(dropout	ratio	set	to	0.5).	The	learning	rate	was	initially	set	to
0.01,	and	then	decreased	by	a	factor	of	10	when	the	validation	set	accuracy
stopped	improving.	For	random	initialization,	we	sampled	the	weights	from	a
normal	distribution	with	the	zero	mean	and	0.01	variance.	The	biases	were
initialized	with	0.

To	obtain	224	×	224	input	images,	they	were	randomly	cropped	from	the
full-size	(non-cropped)	training	images,	isotropically	rescaled	so	that	the
smallest	side	equals	S	≥	224.	To	further	augment	the	training	set,	the	crops
underwent	random	horizontal	flipping	and	random	RGB	color	shift.

(3)
Testing	
At	test	time,	an	input	image	is	not	necessarily	equal	to	the	image	size	in

training	phase.	Namely,	the	fully-connected	layers	are	first	converted	to	the
convolutional	layers	(the	first	FC	layer—to	a	7	×	7	convolutional	layer,	the	last
two	FC	layers—to	1	×	1	convolutional	layers).	The	resulting	net,	which	now
contains	only	convolutional	layers,	is	applied	to	the	whole	(uncropped)	image	by
convolving	the	filters	in	each	layer	with	the	full-size	input.	The	resulting	output
feature	map	is	a	class	score	map	with	the	number	of	channels	equal	to	the
number	of	classes,	and	the	variable	spatial	resolution,	dependent	on	the	input
image	size.	Finally,	to	obtain	a	fixed-size	vector	of	class	scores	for	the	image,
the	class	score	map	is	spatially	averaged	(sum-pooled).

14.3.5	 ResNet



ResNet	is	the	Residual	Networks	of	Kaiming	He	[7].	ResNet	achieved
overwhelming	success	in	ILSVRC2015,	won	the	first	place	in	classification,
detection,	localization	task	on	ImageNet	Dataset	and	detection,	segmentation
task	on	COCO	Dataset.	What’s	more,	Deep	Residual	Learning	for	Image
Recognition	was	awarded	the	best	paper	of	CVPR2016.

The	essential	motivation	of	ResNet	is	to	resolve	degradation	problem:	with
the	network	depth	increasing,	accuracy	gets	saturated	and	then	degrades	rapidly.
However,	with	the	depth	increase	of	the	model,	the	learning	ability	of	the
network	strengthens,	deeper	model	shouldn’t	get	higher	error	rate.	The	reason	of
degradation	problem	is	the	difficulty	in	optimizing	the	network.	For	this	reason,
a	residual	structure	is	proposed,	shown	as	Fig.	14.8.

Fig.	14.8 	Residual	structure

Instead	of	hoping	each	few	stacked	layers	directly	fit	a	desired	underlying
mapping,	these	layers	may	fit	a	residual	mapping.	Formally,	denoting	the	desired
underlying	mapping	as	 ,	it	will	be	reasonable	to	let	the	stacked	nonlinear

layers	fit	another	mapping	of	 .	The	original	mapping	is	recast

into	 .	The	formulation	of	 	can	be	realized	by	feedforward

neural	networks	with	“shortcut	connections”,	shown	as	Fig.	14.8.
Its	main	advantages	embodied	in:	Deep	residual	nets	are	easy	to	optimize,

while	the	counterpart	simply	stacked	nets	exhibit	higher	training	error	when	the
depth	increases;	deep	residual	nets	can	easily	enjoy	accuracy	gains	from	greatly
increased	depth,	then	degradation	problem	can	be	well	solved.

Figure	14.9	constructs	a	34-layer	deep	residual	network.	It	is	worth	noticing
that	residual	model	has	fewer	filters	and	lower	complexity	than	VGG	nets.	A	34-
layer	deep	residual	network	has	3.6	billion	FLOPs	(multiply-adds),	which	is	only



18%	of	VGG-19	(19.6	billion	FLOPs).

Fig.	14.9 	A	residual	network	with	34	parameter	layers

Experimental	results	indicate	that	the	34-layer	ResNet	is	better	than	the
shallower	ResNet.	More	importantly,	the	34-layer	ResNet	exhibits	considerably
lower	training	error	and	is	generalizable	to	the	validation	data.	This	indicates
that	the	degradation	problem	is	well	addressed	in	this	setting	and	accuracy	gains
can	be	obtained	from	increased	depth.

ResNet	constructed	50-layer,	101-layer	and	152-layer	ResNets	by	using
more	3-layer	blocks.	The	50/101/152-layer	ResNets	are	more	accurate	than	the
34-layer	ones	by	considerable	margins.	Above	all,	degradation	problem	don’t
occur	while	significant	accuracy	improvement	is	achieved	from	considerably
increased	depth.	Their	final	result	is	3.57%	top-5	error	on	the	test	set,	which	won
the	1st	place	in	ILSVRC	2015.

14.4	 Deep	Learning	Model	for	Lip	Recognition
Instance
Lip	as	a	kind	of	biological	characteristic	can	be	used	to	recognize	person.	Lip
recognition	method	locates	the	lip	region	firstly	from	image	or	video,	then	the
features	of	lip	region	will	be	extracted,	which	is	exploited	to	match	the	lip
feature	with	standard	lip	model	in	the	library.	In	this	section,	we	design	a	lip
recognition	instance	based	on	deep	learning	model,	in	which	a	VGG	architecture
will	be	utilized	to	train	a	deep	model,	and	the	training	process	will	be	detailed
and	explained.

14.4.1	 Testing	Dataset
Plip	Dataset	is	a	lip	dataset	for	internal	use	in	research	institutes.	The	Dataset
collects	lip	information	from	26	persons,	refers	to	different	condition,	such	as



facial	expression,	illumination,	and	so	on,	shown	as	Fig.	14.10.

Fig.	14.10 	Lip	cases	in	plip	dataset

14.4.2	 Deep	Network	Training
VGG-FACE	deep	network	fine-tuned	on	VGG	architecture	is	shown	as
Fig.	14.11.

Fig.	14.11 	VGG-FACE	deep	model	fine-tuned	on	VGG	architechture

The	next	programmers	describe	the	process	of	training	a	deep	network.	The
following	code	is	the	shell	script	of	creating	lmdb	database.

PROGRAMME	14.1:	create_lip_net.sh





Under	Linux	OS,	the	shell	script	can	be	executed	as:
sh	create_lip_net.sh
Then	two	files	will	be	generated,	as	the	following	(Fig.	14.12).

Fig.	14.12 	Lmdb	database	creation

(2)
The	following	code	is	the	shell	script	of	creating	mean	file.	
PROGRAMME	14.2:	make_lip_mean.sh



The	shell	script	can	be	executed	as:
sh	make_lip_mean.sh.sh
Another	file	lip_mean.binaryproto	will	be	produced	(Fig.	14.13).

Fig.	14.13 	Mean	file	creation

(3)
The	following	code	is	the	shell	script	of	creating	solver	file.	
PROGRAMME	14.3:	lip_solver.sh



(4)
The	following	code	is	the	shell	script	of	training	the	model.	
PROGRAMME	14.4:	vgg_lip_training.sh

The	shell	script	can	be	executed	as:
sh	vgg_lip_training.sh
And	then	a	caffe	model	file	will	be	created,	shown	as	Fig.	14.14,	which	will

be	used	in	the	next	section.



Fig.	14.14 	Caffe	model	file	creation

14.4.3	 Code	Analysis
Taking	Plip	Dataset	as	instance,	we	display	the	code	of	lip	recognition	based	on
deep	learning	model,	main	function	shown	as	PROGRAMME	14.5.	The	images
in	folder	will	be	scanned	firstly.	The	features	of	each	image	are	extracted	and
inputted	into	SVM	classifier	to	obtain	the	final	recognition	results.

PROGRAMME	14.5:	Main	function	of	lip	recognition	based	on	deep
learning	model







The	main	function	can	be	executed	to	obtain	the	final	recognition	result.	The
accuracy	of	lip	recognition	based	on	deep	learning	method	on	Plip	Dataset	is
about	90%.

14.5	 Deep	CNN	Architecture	for	Event	Recognition
Instance
Event	recognition	indicates	the	process	of	recognizing	spatial-temporal	visual
model	from	video.	Along	with	the	widely	use	of	video	monitoring	system	in	real
life,	surveillance	video	event	recognition	has	been	widely	utilized	[11].	In	this
section,	we	introduce	an	event	recognition	instance	based	on	two-stream	CNNs
fusion	architecture	[12],	in	which	a	deep	CNN	architecture	is	introduced	firstly,
then	a	spatial	and	temporal	convolutional	layer	feature	fusion	method	is
designed,	and	a	Fisher	vector	(FV)	method	is	given	to	encode	the	feature.	At
last,	the	encoded	features	are	input	into	SVM	classifier	to	obtain	the	final
recognition	result.

14.5.1	 Testing	Dataset
VIRAT	2.0	Dataset	includes	about	8	h	of	surveillance	videos	recorded	from	total
11	scenes,	captured	by	stationary	HD	cameras	(1280	×	720p	or	1920	×	1080p)
installed	at	different	school	parking	lots,	shop	entrances,	and	construction	sites
[13].	11	categories	of	person-vehicle	interaction	events	and	other	interaction
events	including:	(1)	loading	an	object	to	a	vehicle	(LAV),	(2)	unloading	an
object	from	a	vehicle	(UAV),	(3)	opening	a	vehicle	trunk	(OAT),	(4)	closing	a
vehicle	trunk	(CAT),	(5)	getting	into	a	vehicle	(GIV),	and	(6)	getting	out	of	a
vehicle	(GOV),	(7)	gesturing	(GES),	(8)	carrying	an	Object	(CAO),	(9)	running
(RUN),	(10)	entering	a	facility	(EAF),	(11)	exiting	a	facility	(XAF)	(Table	14.4).

Table	14.4 	Event	cases	in	VIRAT	2.0Dataset



14.5.2	 Deep	Feature	Extraction
The	architecture	of	CNNs	is	fine-tuned	on	the	very	deep	two-stream	models
[14],	which	combines	the	merit	of	two-stream	CNNs	and	VGG	model.	Fine-
tuning	has	been	verified	as	an	effective	way	to	initialize	the	CNNs	[15].	For
spatial	network,	we	first	extract	frames	of	the	videos,	and	set	the	input	channel
number	as	3.	For	temporal	net,	we	first	extract	optical	flows	of	the	videos,	then
set	the	input	channel	number	as	20	(10	pairs	of	flow-x	and	flow-y),	which	is
different	with	spatial	network	(20	vs.	3).	We	use	convolutional	layers	as	the
output,	and	only	extract	convolutional	features,	the	later	layers	will	be	removed,
as	shown	in	Fig.	14.15.	At	the	same	time,	some	convolutional	layers	are	used	for
spatial-temporal	fusion,	which	will	be	introduced	in	the	next	section.

Fig.	14.15 	CNN	architecture

14.5.3	 Spatial-Temporal	Feature	Fusion
In	general,	the	event	factors	including:	two	or	more	objects	and	the	interaction



In	general,	the	event	factors	including:	two	or	more	objects	and	the	interaction
between	objects.	Take	the	event	of	loading	an	object	to	a	vehicle	(LAV)	as	an
example,	this	motion	will	be	recognized	by	temporal	CNNs.	At	the	same	time,
spatial	CNNs	can	recognize	the	appearance,	and	their	combination	can
discriminates	the	activity	successfully.	The	spatial	consistency	is	easily	achieved
when	the	two	network	feature	maps	have	the	same	resolution	at	the	layers	to	be
fused.	Hence,	we	conduct	spatial	and	temporal	networks	co-evolve	at	their
feature	maps.

Fusion	function	 	fuses	two	feature	maps,	here	

and	 ,	and	produces	an	output	 ,	where	W,	H	and

D	are	the	width,	height	and	feature	maps	number.	We	use	a	2D	pooling	method
between	the	spatial	feature	maps	and	temporal	feature	maps	in	an	appropriate
convolutional	layer,	as	shown	in	Fig.	14.16.

Fig.	14.16 	Spatial	and	temporal	convolutional	layer	feature	maps	fuse	by	a	2D	pooling

First,	we	concatenate	the	spatial	feature	maps	and	temporal	feature	maps	by:

(14.16)

(14.17)

(14.18)



(14.18)

where	 .

On	the	feature	maps	in	Eq.	14.18,	we	carry	out	2D	pooling	fusion,	and	get	a	
	output	as	spatial-temporal	layer,	depicted	as	follows:

(14.19)

14.5.4	 Fisher	Vector	Encoding
Fisher	vector	is	verified	as	an	effective	high	dimensional	feature	representation
method	for	action	recognition	and	so	on	[16].	We	choose	Fisher	Vector	to
encode	our	video	feature.	Firstly,	we	reduce	its	dimension	to	D.	Secondly,	we
train	a	GMM	with	K	mixtures,	and	obtain	a	2KD-dimensional	vector.

14.5.5	 Code	Analysis
This	case	is	a	deep	CNN	architecture	for	event	recognition.	The	following	code
is	main	function	of	deep	feature	extraction	implemented	on	VIRAT2.0	Dataset,
which	can	scan	the	videos	in	a	folder	and	extract	deep	features.

PROGRAMME	14.6:	Main	function	of	deep	feature	extraction

The	following	code	is	two-stream	CNNs	feature	extraction	and	fusion
function.	Spatial	convolution	feature	is	extracted	from	video	frames,	while
temporal	convolutional	feature	is	extracted	from	flow	groups.	Therefore,
horizontal	and	vertical	flow	frames	should	be	drawn	as	files	from	video	before



horizontal	and	vertical	flow	frames	should	be	drawn	as	files	from	video	before
temporal	convolutional	feature	extracted.	Deep	model	adopted	is	the	VGG16
architecture	fine-tuned	as	before.	Feature	of	each	video	is	saved	as	a	file	with
v7.3	format.

PROGRAMME	14.7:	Two-stream	CNNs	feature	extraction	and	fusion
function







The	following	code	is	spatial	CNN	convolutional	feature	extraction	function,
which	draws	frames	from	the	video	and	extracts	con4_3	convolutional	feature
from	the	video	frames.

PROGRAMME	14.8:	Spatial	CNN	convolutional	feature	extraction
function



The	following	code	is	temporal	CNN	convolutional	feature	extraction
function,	which	loads	a	flow	group	composed	of	10	pairs	of	flow	frames	(flow-x
and	flow-y)	extracted	from	the	video.

PROGRAMME	14.9:	Temporal	CNN	convolutional	feature	extraction
function



The	following	code	is	convolutional	feature	normalization	function,	which
can	improve	the	generalization	ability	of	the	feature.

PROGRAMME	14.10:	Convolutional	feature	normalization	function

The	following	code	is	the	fusion	function	on	convolutional	layer.	The
function	implements	2D	max	pooling	on	the	count	part	feature	maps	of	the
elaborately	convolutional	layers	of	spatial	CNN	and	temporal	CNN.

PROGRAMME	14.11:	Convolutional	feature	fusion	function



The	following	code	is	the	main	function	of	final	recognition.	In	the	first
place,	PCA	function	is	called,	which	will	produce	a	2KD	dimensional	vector.
Next,	a	linear	SVM	is	utilized	as	classifier.

PROGRAMME	14.12:	Main	function	of	fisher	vector	encoding	and
SVM	classifier









The	following	code	is	PCA	function.	PCA	method	will	reduce	the	dimension
to	64.	Then	GMM	is	trained	with	K	=	256.

PROGRAMME	14.13:	PCA	function





In	this	case,	deep	feature	extraction	function	will	be	firstly	run	to	get	the
input	data	of	FV.	Then	other	functions	will	be	executed	to	obtain	the	final
recognition	result.	The	accuracy	of	deep	learning	method	is	more	than	80%,
which	is	superior	to	traditional	methods,	such	as	55%	of	BOW	[17],	73%	of
structural	model	[18].
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Appendix:	Common	Evaluation	Criterion
Abstract		In	appendix	we	introduce	two	categories	of	visual	quality	evaluation
method:	subjective	evaluation	and	objective	evaluation,	in	which	we	highlight
structured	quality	evaluation	methods	and	classification	evaluation	methods	in
objective	evaluation.

Introduction
Image	and	video	quality	evaluation	criterion	can	effectively	evaluate	the
performance	of	image	and	video	algorithm,	which	is	significant	to	the
application	of	image	and	video	processing	technology.	For	instance,	camera
designer	will	decide	which	camera	can	better	convert	the	natural	image	into	a
digital	image,	a	medical	diagnostic	instrument	requires	the	quality	of	the	image
to	determine	the	disease	and	the	cause	of	the	pathogeny,	geological	detector
requires	the	quality	of	the	image	to	determine	the	purity	of	the	ore.	In	short,	the
evaluation	criterion	of	image	and	video	quality	has	developed	into	a	research
field	across	multiple	disciplines.	Its	main	applications	as	follows:	(a)	For	image
restoration,	it	is	mainly	used	for	evaluating	the	reason	and	degree	of	image
distortion,	which	is	utilized	for	recovering	the	image;	(b)	For	image
enhancement,	it	is	mainly	used	to	evaluate	the	improvement	of	visual	effects	of
digital	images	for	further	processing;	(c)	For	video	behavior	recognition,	event
recognition,	pedestrian	re-identification	and	other	fields,	it	is	mainly	used	to
evaluate	the	classification	results;	(d)	For	other	professional	fields,	the
evaluation	of	image	and	video	quality	also	has	a	good	application	prospect.

The	methods	for	visual	quality	evaluation	can	be	divided	into	two	categories:
subjective	evaluation	and	objective	evaluation.	The	subjective	evaluation
method	is	to	evaluate	the	quality	of	the	image	based	on	the	subjective	perception
of	the	perceiver.	The	objective	evaluation	method	is	to	measure	the	image
quality	by	mathematical	model,	and	output	values	as	the	evaluation	values	or
distortion	of	the	quality.	In	the	following	sections,	these	two	kinds	of	methods
are	briefly	described.

Subjective	Evaluation
There	have	been	several	evaluation	criteria	for	subjective	scores.	For	example,
the	subjective	evaluation	methods	of	multimedia	application	are	stipulated	in
literature	[	1	]	and	the	subjective	evaluation	methods	of	TV	image	are	provided



in	literature	[	2	].	Both	criteria	listed	above	enact	detailed	and	strict	rules	for	the
process	and	the	environment	of	subjective	evaluation,	which	involves	factors
such	as	test	sequence,	age	range,	distance,	brightness	in	the	environment,
brightness	of	natural	light,	etc.

Table		A.1	gives	the	five-point	rating	scale	commonly	used,	including
quality	scale	and	hindrance	scale.	The	hindrance	scale	is	mostly	adopted	from
the	point	of	view	of	professionals,	but	the	quality	scale	for	the	average	person.

Table	A.1 	Absolute	rating	scale

Score Quality	scale Hindrance	scale

5 Very	good The	quality	of	the	image	is	not	bad	at	all

4 Good The	quality	of	the	image	changes	without	interfering	with	the	viewing

3 General	 The	quality	of	the	image	is	bad,	which	is	a	slight	hindrance	to	viewing

2 Bad Interfere	with	the	review

1 Very	bad Very	serious	obstruction	of	view

The	relative	evaluation	is	that	an	observer	compares	several	images	and
gives	a	corresponding	score.	Its	criteria	shows	in	Table		A.2	.	The	results	of	the
evaluation	can	be	obtained	by	the	average	score	given	by	a	certain	number	of
observers.

Table	A.2 	Comparison	of	relative	evaluation	scale	and	absolute	evaluation	scale

Score Absolute	evaluation	scale Relative	evaluation	scale

5 Very	good Best	of	all

4 Good Better	than	average	in	that	group

3 General Average	of	the	group

2 Bad Below	average	of	the	group

1 Very	bad Worst	of	the	group

Based	on	the	above	analysis,	we	can	see	that	the	advantages	of	subjective
image	quality	evaluation	are	intuitive	and	consistent	with	the	observation	results
of	human	visual	system	while	the	shortcomings	of	subjective	evaluation	are
obvious:

(1) Evaluation	scores	will	vary	with	the	observer,	even	for	the	same
image,	results	also	varies	with	time	which	generates	the	insufficient
accuracy.



	
(2)

It	is	rather	harsh	for	the	observer,	evaluation	environment	and	some
objective	conditions.	Such	as	the	age	of	the	observer,	distance	of
observation,	brightness	of	environment	and	so	on.

	

(3)
Relatively	high	cost,	relatively	low	efficiency,	and	narrow	areas	of
application.

	
In	view	of	the	shortcomings	of	subjective	quality	evaluation	method,	it’s
necessary	to	use	mathematic	models	to	solve	the	problems	of	subjective	quality
evaluation	method,	which	leads	to	the	emergence	of	many	objective	quality
evaluation	methods.

Classic	Objective	Quality	Evaluation	Methods
Objective	evaluation	methods	are	implemented	by	establishing	models,	which
receive	original	image	and	distorted	image	as	input,	output	a	value	that	can
reflect	the	quality	of	the	distorted	image.	Classic	objective	quality	evaluation
methods	include	statistical	characteristics	evaluation,	information	content
evaluation,	sharpness	evaluation,	spectral	information	evaluation,	and	so	on.

Statistical	Characteristics
There	is	no	ideal	standard	reference	image,	so	the	process	effect	of	image	is
objectively	evaluated	based	on	the	statistical	characteristics	of	the	target	image
and	the	performance	index	which	reflects	the	relationship	between	the	target
image	and	original	image.	

indicates	a	pixel	value	of	the	original	image,
	represents	the	pixel	value	of	the

target	image	after	the	corresponding	compression	and
	represents

error	image.

(1) Average	Value	(AV)

	
The	size	of	the	mean	represents	the	average	size	of	the	image	pixel	values,

which	is	an	evaluation	index	that	belongs	to	the	statistical	characteristics.	The



which	is	an	evaluation	index	that	belongs	to	the	statistical	characteristics.	The
brightness	that	human	eye	can	be	perceived	in	grayscale	images	in	the	form	of
grayscale,	so	the	average	value	of	the	gray	scale	has	a	greater	effect	on	the	visual
effect	of	the	image.	If	the	average	value	of	the	image	is	appropriate,	the	result	of
process	is	better.	The	average	value	of	the	image	is	defined	as:

(A.1)

(2) Standard	Deviation

	
The	centrality	or	discretization	of	the	image	gray	value	relative	to	the	gray

scale	is	generally	reflected	by	the	standard	deviation	which	reflecting	the
distribution	of	the	pixel	values	and	showing	the	contrast	of	the	image.	If	the
standard	deviation	of	the	target	image	is	small,	the	contrast	is	small,	that	is,	the
amount	of	information	contained	therein	is	smaller.	The	larger	the	standard
deviation,	the	more	grayscale	distribution,	the	better	the	visual	effect.	The
standard	deviation	is	obtained	indirectly	by	the	average	value,	and	the	standard
deviation	of	the	image	is	defined	as:

(A.2)

(3) Difference	Index	(DI)

	
The	average	of	the	ratio	of	the	absolute	value	of	the	difference	between	the

target	image	and	the	original	image	and	the	original	image	value	is	called
difference	index.	In	general,	the	smaller	the	difference	index,	the	smaller	the
degree	of	target	image	deviation	from	the	original,	the	more	the	original
grayscale	information	remains.	It	is	defined	as:



(A.3)
Ideally	 	.

(4) Degree	of	Distortion	(DD)

	
DD	reflects	the	degree	of	distortion	of	the	target	image	relative	to	the

original	image,	the	smaller	the	value,	the	better	the	effect	of	the	target	image.	It
is	defined	as:

(A.4)

(5) Correlation	Coefficient	(CC)

	
CC	reflects	the	correlation	degree	of	the	two	spectral	features	of	the	image.

Generally	speaking,	the	closer	the	correlation	coefficient	of	the	image	is	to	1,	the
better	the	proximity	of	the	image	is,	the	more	information	is	obtained	from	the
original	image,	the	less	information,	the	better	the	processed	effect.	It	is	defined
as:

(A.5)
where	 	are	the	average	of	the	original	image	 	and	the	target

image	 	respectively.

(6) Mean	Squared	Error	(MSE)



	
Mean	Squared	Error	(MSE),	Peak	Signal	to	Noise	Rate	(PSNR),	and	Mean

Absolute	Error	(MAE),	etc.
MSE	firstly	calculates	the	mean	square	value	of	pixel	difference	value	of

original	image	and	distorted	image,	then	determines	the	distortion	degree	of	the
distortion	image	by	the	size	of	the	mean	square	value.	The	mean	square	error	is
expressed	as:

(A.6)

(7) Peak	Signal	to	Noise	Rate	(PSNR)

	
Set	 	,	where	K	represents	binary	number	used	in	a	pixel

point,	PSNR	can	be	defined	as:

(A.7)
In	many	video	series	and	commercial	image	applications	 	,	so

	.	Combining	with	Eq.		A.7	,	we	can	get:

(A.8)

(8) Mean	Absolute	Error	(MAE)

	
MAE	can	be	used	for	evaluating	coding	performance,	which	is	defined	as:



(A.9)

Information	Content
(1) Information	entropy

	
Information	entropy	is	an	important	indicator	of	the	degree	of	abundance	of

image	information.	It	is	reflected	degree	of	deviation	in	the	image	range	from	the
peak	area	of	the	gray	histogram.	The	larger	the	entropy	of	the	target	image,	the
more	the	information	volume	of	the	target	image	increases,	the	richer	the	image
is,	the	better	effect	of	the	image	process.	Information	entropy	is	defined	as:

(A.10)
where	L	represents	the	total	gray	level	of	the	target	image,	 	represents

the	ratio	of	the	number	of	pixels	 	of	the	gray	scale	value	l	to	the	total	number

	of	images,	where	 	,	which	reflects	the	probability	distribution	of

the	pixel	with	the	gray	value	of	l	in	the	image	can	be	regarded	as	the	normalized
histogram	of	the	image.

(2) Joint	entropy

	
Joint	entropy	is	also	a	parameter	that	reflects	the	amount	of	information

contained	in	the	image.	On	this	basis,	it	reflects	the	correlation	between	the
original	image	and	the	processed	result,	and	quantitatively	measures	the
correlation	between	them.	Similarly,	the	greater	the	joint	entropy	of	the
processed	result,	the	larger	the	amount	of	information	carried,	and	the	better
effect.	It	is	defined	as:



(A.11)

Sharpness	Evaluation
Average	gradient	is	also	called	sharpness,	which	reflects	the	small	detail	contrast
and	texture	change	in	the	image,	and	also	reflects	the	sharpness	of	the	image,
which	can	be	used	as	an	index	to	judge	the	sharpness	of	the	processes	result.	It	is
defined	as:

(A.12)
where	 	and	 	are	the	difference	in	x	and	y	direction,

respectively.	In	general,	the	larger	the	average	gradient	of	the	image,	the	greater
the	clarity	of	the	image,	the	better	the	processed	effect.

The	defects	of	classic	objective	quality	evaluation	method	can	be	conclude
as	following:	results	of	classic	objective	quality	evaluation	method	often	do	not
agree	with	subjective	visual	effect,	for	the	reason	that	MSE,	PSNR,	etc.	all
reflect	the	global	difference	between	original	image	and	target	image.	However,
it	cannot	reflect	the	truth	of	large	gray	value	difference	among	a	few	pixels	and
small	difference	among	most	pixels.	Obviously,	the	classic	objective	quality
evaluation	methods	treat	all	pixels	in	an	image	using	the	same	equation,	which
cannot	reflect	the	visual	characteristics	of	human	eyes	completely.

Structured	Quality	Evaluation	Methods
Universal	Quality	Index
Wang	and	Bovic	proposed	UQI	model	[	3	],	which	firstly	stated	that	the
distortion	of	the	image	includes	relevancy,	brightness,	and	contrast.	This	theory
is	widely	adopted	later.

Details	of	UQI	are	as	follows:
	indicates	reference	image,

	indicates	distorted	image,	UQI	can	be	depicted	as:



(A.13)
where

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)

From	Eq.		A.13	,	we	can	see	that	the	value	of	UQI	is	between	−1	and	1.
When	original	reference	image	is	identical	to	distortion	image,	UQI	equals	1.

If	 	,	UQI	equals	−1.	With	proper	mathematical	transformation,	the

UQI	model	can	be	changed	as:

(A.19)
where,	three	parts	in	Eq.		A.19	respectively	represent	the	correlation

coefficient	of	x	and	y,	the	similarity	value	of	gray	degree	and	the	similarity	value
of	contrast.

Structural	Similarity



Structural	Similarity
Wang	et	al.	[	4	]	proposed	an	image	quality	evaluation	method	based	on
structural	similarity	(SSIM)	with	the	basic	idea	that	the	main	function	of	the
human	eye	is	to	extract	the	structure	information	of	image	background	in	the
scope	of	visual	field,	and	human	visual	system	can	adaptively	complete	the	task,
so	that	the	image	structure	distortion	measurement	is	one	of	the	best
approximation	of	image	perception	quality.

SSIM	divides	the	evaluation	index	into	the	comparisons	of	brightness,
contrast	and	structure	similarity	between	test	image	and	original	image.	Then	it
multiplies	the	three	indicators	of	the	comparison	results	to	represent	the	total
image	quality	evaluation	indicator.	The	schematic	diagram	is	shown	as	Fig.		A.1
.

Fig.	A.1 	Schematic	diagram	of	SSIM	model

The	evaluation	method	can	be	depicted	as	follows:	X	and	Y	indicate	the
original	image	and	the	test	image	respectively	with	the	size	 	.	The

average	brightness	of	original	image	and	test	image	are	 	and	 	,	with	the

standard	deviation	 	and	 	,	covariance	 	.	 	is	the	luminance

comparison	function	while	 	is	the	contrast	comparison	function	and

	is	the	structure	similarity	comparison	function.	SSIM	indicates

evaluation	value	of	structure	distortion.	The	calculation	equations	are	as	follows:

(A.20)



(A.20)

(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

where,	α,	β,	γ	>	0	are	weight	coefficients	used	for	adjusting	brightness,	contrast
and	structural	similarity.	In	general,	 	.	In	Eqs.		A.26	,	A.27	,	A.28

,	 	,	 	and	 	are	constants	where	 	,	 	,

	.



By	comparing	with	the	UQI	model,	in	Eqs.		A.26	,	A.27	,	A.28	,	where
	,	SSIM	=	UQI.	The	range	of	SSIM	is	0–1,	while	the	range

of	UQI	is	−1	to	1.	Therefore,	the	reason	that	SSIM	makes	the	improvement	on
UQI	model	is	that	it	can	make	the	evaluation	results	more	stable	and	convergent.

Information	Fidelity	Criterion
Sheikh	et	al.	[	5	]	proposed	a	new	image	quality	evaluation	model	of	IFC	in
2005,	in	which	the	distorted	image	is	transformed	by	the	original	image	through
a	distortion	channel.

IFC	used	a	new	mathematical	model	to	represent	the	original	image	and
distorted	image.	For	the	original	reference	image,	the	wavelet	decomposition	is
made	to	decompose	it	into	a	number	of	subbands	in	space	index	of	M	in	the	first
place.	Each	subband	indicates	a	scalar	Gaussian	Mixture	Model.	The	scalar
coefficient	is	a	model	of	a	random	variable:

(A.29)
The	mathematical	model	is:

(A.30)
where	 	is	an	random	field	(RF)	of	positive	scalars,	 	is

Gaussian	scalar	RF	with	mean	zero	and	variance.	The	distortion	model	can	be
expressed	as:

(A.31)
where	 	is	a	deterministic	scalar	attenuation	field	and	 	is	a

stationary	additive	zero-mean	Gaussian	noise	RF	with	variance	 	.

According	to	information	entropy	equation	in	information	theory,	IFC	model	can
be	represented	as	follows	under	the	condition	of	 	:

(A.32)

(A.33)



(A.33)

From	another	perspective,	IFC	uses	completely	different	mathematical
model	to	describe	image	quality,	which	is	an	evaluation	model.	The	IFC	model
is	slightly	better	than	SSIM	in	terms	of	performance,	but	computation
complexity	of	IFC	model	is	more	complicated.	What’s	more,	IFC	model	also	has
the	same	shortcomings	as	the	UQI	model,	stability	and	convergence	of	which	are
not	guaranteed.

Visual	Information	Fidelity
In	2006,	Sheikh	proposed	a	new	model	VIF	[	6	]	adding	human	visual	system	on
the	basis	of	the	IFC,	which	is	the	best	image	quality	evaluation	model	by	far,	as
shown	in	Fig.		A.2	.

Fig.	A.2 	Schematic	diagram	of	VIF	model

The	mathematical	model	of	VIF	is	expressed	as	follows:

(A.34)

(A.35)

where	 	is	Gaussian	scalar	RF	with	variance	of	 	,	which	depicts	the

neural	noise	in	the	human	vision	system.	 	is	original	reference	image

filtered	through	the	human	eye	system	and	 	is	distorted	image	filtered



through	the	human	eye	system.	VIF	model	is	expressed	as	follows:

(A.36)

(A.37)

where,	k	is	set	to	0.01	in	literature	[	6	].

Case	Analysis
In	this	section,	we	will	take	the	classical	image	Lena	as	an	example,	and	analyze
and	compare	the	methods	above.	Figure		A.3	a	is	the	original	image	of	Lena.
Figure		A.3	b	is	a	distorted	image	with	salt-and-pepper	noise	0.05.	Figure		A.3	c
is	a	distorted	image	with	salt-and-pepper	noise	0.1.	Figure		A.3	d	is	a	blurred
image	with	caustic	radius	5.	Figure		A.3	e	is	a	blurred	image	with	caustic	radius
10.	Figure		A.3	f	is	a	JPEG	compressed	image	with	quantization	factor	5.	Figure	
A.3	g	is	a	JPEG	compressed	image	with	quantization	factor	10.





Fig.	A.3 	Lena	original	image	and	its	distorted	images.	a	Original	image	of	Lena.	b	Distorted	image	with
salt-and-pepper	noise	0.05.	c	Distorted	image	with	salt-and-pepper	noise	0.1.	d	Blurred	image	with	caustic
radius	5.	e	Blurred	image	with	caustic	radius	10.	f	JPEG	compressed	image	with	quantization	factor	5.	g
JPEG	compressed	image	with	quantization	factor	10

Table		A.3	is	the	comparison	result	of	evaluation	methods	of	Lena	original
image	and	its	distorted	ones.	From	Table		A.3	we	can	see	that	traditional
objective	quality	evaluation	method	is	not	effective.	The	three	groups	of	images
with	the	counterpart	of	visual	effects	in	Fig.		A.3	b–g,	differentiation	of	PSNR	is
little,	the	value	of	MSE	and	the	visual	effects	of	images	appear	opposite	results.
Several	objective	quality	evaluation	indexes	of	structured	methods	are	ideal,	of
which	the	VIF	model	is	the	best.	In	conclusion,	we	can	see	that	the	SSIM	and
VIF	models	are	the	improvement	of	UQI	and	IFC	respectively.

Table	A.3 	The	comparison	of	evaluation	methods	of	Lena	original	image	and	its	distorted	images

Evaluation	method Image	(a) Image	(b) Image	(c) Image	(d) Image	(e) Image	(f) Image	(g)

PSNR Inf 18.4802 15.4426 26.2586 23.0846 29.8234 26.7117

MSE 0 6.3657 12.6516 30.3304 46.0259 25.2299 44.7597

UQI 1.0 0.2671 0.1542 0.4532 0.2514 0.4889 0.3555

SSIM 1.0 0.5418 0.3996 0.8329 0.6706 0.8818 0.7878

IFC 77.2479 1.0504 0.7226 1.4405 0.5561 1.5462 0.9149

VIF 1.0 0.1971 0.1362 0.1898 0.0654 0.2779 0.1676

PROGRAMME	A.1:	Structured	quality	evaluation	methods

















Classification	Evaluation	Methods
Positive	Samples	and	Negative	Samples
For	all	supervised	learning	methods,	they	need	positive	samples	and	negative
samples.	Taking	a	human	face	detector	as	an	example,	face	images	are	positive
samples,	images	without	face	are	negative	samples.

For	a	group	of	positive	samples	and	negative	samples,	after	testing,	they	can
be	in	one	of	four	statuses,	shown	as	Table		A.4	.

Table	A.4 	Prediction	result	of	sample

	 Actual	positive Actual	negative

Predicted	positive True	positives	(TP) False	positives	(FP)

Predicted	negative False	negatives	(FN) True	negatives	(TN)

Possible	scenarios	generated	by	positive	samples	include:

1.
TP	(true	positive),	that	is	to	say	positive	sample	is	determined	as	target	by
the	detector.

	



the	detector.
2.

FN	(false	negative),	that	is	to	say	positive	sample	is	determined	as	non-
target	by	the	detector.

Possible	scenarios	generated	by	negative	samples	include:

	

3.
TN	(true	negative),	that	is	to	say	negative	sample	is	determined	as	non-
target	by	the	detector.

	
4.

FP	(false	positive),	that	is	to	say	negative	sample	is	determined	as	target	by
the	detector.

	

Precision,	Recall,	Accuracy,	and	F1
In	Machine	learning	(ML),	Natural	language	processing	(NLP),	information
retrieval	(IR)	and	other	fields,	evaluation	is	a	necessary	work,	and	its	evaluation
indexes	tend	to	have	the	following	aspects:	Accuracy,	Precision,	Recall	and	F1-
Measure.

Now	let’s	assume	a	specific	scenario	as	an	example:	if	a	class	has	80	black
sheep	and	20	white	sheep,	100	in	total.	The	goal	is	to	find	out	all	the	white	ones.
If	we	pick	out	50	sheep,	20	of	whom	are	white,	other	30	black	ones	are	chosen
wrongly.	The	next	task	is	to	assess	this	work	(evaluation).

Precision	is	the	proportion	of	all	correctly	retrieved	items	(TP)	accounts	for
all	actually	retrieved	items	(TP	+	FP).	Its	equation	is:

(A.38)
In	the	above	example,	we	want	to	know	the	ratio	of	right	one	(white)	to	all.

That	is,	precision	=	20/(20	+	30)	=	40%	(20	whites/(20	whites	+	30	blacks	error
judged)).

Recall	is	the	proportion	of	all	correctly	retrieved	items	(TP)	accounts	for	all
should	be	retrieved	items	(TP	+	FN).	Its	equation	is:

(A.39)
In	the	above	example,	it’s	the	ratio	of	retrieved	whites	to	all.	That	is,	recall

=20/(20	+	0)	=	100%	(20	whites/(20	whites	+	0	whites	who	misjudged	to	be
black)).



Accuracy	is	the	proportion	of	all	correctly	classified	samples	accounts	for	all
samples.	Its	equation	is:

(A.40)
In	the	above	example,	Accuracy	=	(20	+	50)/100	=	70%.
F-Measure	is	weighted	harmonic	average	of	precision	and	recall	[	7	]:

(A.41)

When	 	,	 	is	transformed	as:

(A.42)

In	the	above	example,	F1-measure	can	be	calculated	as:	F1	=	2	0.4	1/(0.4	+
1)	=	57.14%.

PR	Curves
PR	curve	is	often	used	in	information	retrieval.	PR	curve	traverses	all	thresholds,
and	draws	different	points	of	precision	and	recall.	A	PR	curve	diagram	is	shown
as	Fig.		A.4	.



Fig.	A.4 	PR	curve	diagram

ROC	Curves
A	good	classifier	should	be	as	close	to	the	top	left	of	the	graph	as	possible,	and	a
random	prediction	model	should	be	located	on	the	main	diagonal	of	the
connection	point	 	and	 	.	 	and

	are	calculated	as	following:

(A.43)

(A.44)

Receiver	Operating	Characteristic	(ROC)	curve	is	a	graphical	plot	that
illustrates	the	diagnostic	ability	of	a	binary	classifier	system	as	its	discrimination
threshold	is	varied	[	8	].	Area	under	the	ROC	Curve	(AUC)	provides	another
way	to	evaluate	the	average	performance	of	the	model.	If	the	model	is	perfect,



then	its	AUC	=	1.	If	the	model	is	a	simple	random	prediction	one,	then	its	AUC
=	0.5.	If	a	model	is	better	than	another,	its	area	below	the	curve	is	relatively
larger.	A	ROC	curve	diagram	is	shown	as	Fig.		A.5	.

Fig.	A.5 	ROC	curve	diagram

The	main	function	of	ROC	curve	is	as	Programme	A.2.
PROGRAMME	A.2:	ROC	curve	instance



CMC	Curves
Cumulative	Matching	Characteristic	(CMC)	curve	is	a	widely	used	evaluation
index	in	the	field	of	pedestrian	re-identification	[	9	].	For	a	common	matching
and	sorting	problem,	in	order	to	analyze	the	performance	of	the	algorithm
visually,	it	can	be	accumulated	for	the	correct	matching	rate.	A	drawing	diagram
of	the	accumulation	of	correct	matching	rate	is	CMC	curve.	In	order	to	clearly
show	the	matching	results	in	each	rank,	top-n	matching	rate	in	CMC	curve	is
often	shown	in	a	list.	A	CMC	curve	diagram	is	shown	as	Fig.		A.6	.



Fig.	A.6 	CMC	curve	diagram

The	main	function	of	CMC	curve	is	as	Programme	A.3.
PROGRAMME	A.3:	CMC	curve	instance



Confusion	Matrix



Confusion	Matrix
Confusion	matrix,	in	the	field	of	artificial	intelligence,	is	a	particular	table	for
visually	representing,	especially	used	in	supervised	learning	[	10	].

Each	column	of	confusion	matrix	represents	an	instance	of	the	predicted
sample,	and	each	line	represents	an	instance	of	the	actual	sample.	By	observing
the	confusion	matrix,	we	can	clearly	know	whether	the	classification	system
correctly	distinguishes	two	different	categories.	In	other	words,	we	also	can
determine	the	effect	of	a	classifier	classification	by	confusion	matrix.

As	a	simple	example	to	understand	confusion	matrix	and	its	implications.
Given	16	sample	data,	which	are	divided	into	four	categories:	class	1,	class	2,
class	3,	class	4,	and	4	samples	per	class.	The	predicted	results	by	the	classifier
are	shown	in	Table		A.5	.

Table	A.5 	Predicted	samples	and	actual	samples

	 Predicted	samples

Class	1 Class	2 Class	3 Class	4

Actual	samples Class	1 2 1 1 0

Class	2 0 3 1 0

Class	3 0 0 4 0

Class	4 1 0 0 3

The	meanings	of	each	row	and	column	are	as	follows:	The	first	row:	in	the	4
samples	of	class	1,	2	samples	are	divided	into	class	1,	1	sample	is	divided	into
class	2,	1	sample	is	divided	into	class	3,	and	0	sample	is	divided	into	class	4.

The	second	row:	in	the	4	samples	of	class	2,	0	sample	is	divided	into	class	1,
3	samples	are	divided	into	class	2,	1	sample	is	divided	into	class	3,	and	0	sample
is	divided	into	class	4.

The	rest	can	be	done	in	the	same	manner.	Examples	on	the	main	diagonal	of
confusion	matrix	are	the	cases	of	correctly	classified,	such	as	2,	3,	4,	3	in	Table
6.5	.	By	observing	the	confusion	matrix	in	Table	6.5	,	we	can	calculate	the
classification	accuracy	and	error	rate.

For	multi-class	classification	problem,	each	category	may	be	assigned	to	the
other	categories,	but	their	own	category	should	be	the	most,	thus	the	calculated
percentage	forms	a	matrix.	If	classification	accuracy	is	high,	the	values	on	the
diagonal	should	be	high.	The	confusion	matrix	is	shown	in	Fig.		A.7	.



Fig.	A.7 	Confusion	matrix

The	following	code	is	the	main	function	of	confusion	matrix.
PROGRAMME	A.4:	Confusion	matrix





Image	Quality	and	Fusion	Evaluations
Although	the	image	fusion	method	is	numerous,	the	technology	is	also	endless,
the	purpose	is	nothing	more	than	to	improve	the	picture	quality	or	increase	the
content	of	the	image	information,	which	is	the	effect	of	the	evaluation	of	the
fundamental	starting	point.	For	different	levels	of	fusion,	the	evaluation	of	the
effect	of	indicators	is	not	the	same.	In	terms	of	the	underlying	fusion,	generally
the	visual	effects	can	be	compared	and	analyzed,	and	the	higher	the	level,	the
greater	the	degree	of	demand	satisfaction.	In	theory,	the	fusion	of	image	should
be	to	preserve	the	effective	information	in	two	or	more	images	and	to	synthesize
them	into	an	image.	Therefore,	the	evaluation	of	the	fusion	effect	should	include
two	aspects:	the	improvement	level	and	the	continuation	level.

For	image	observers,	the	meaning	of	the	image	mainly	includes	two	aspects:
one	is	the	fidelity	of	the	image,	the	other	is	the	image	of	the	comprehensibility.
The	existing	methods	of	image	fusion	performance	evaluation	can	be	divided
into:	objective	and	subjective	evaluation	of	fusion	quality.	The	former	by	virtue
of	observation,	which	depends	largely	on	the	observer’s	subjective
consciousness,	with	as	well	as	the	difference	and	variation,	will	change	with	the
application	area,	where	the	situation,	personal	preferences	and	other	changes,	the
latter	is	a	quantitative	calculation,	through	the	value	to	judge,	in	general,	it	has	a
certain	relevance	to	subjective	evaluation.

Subjective	Evaluation	of	Image	Fusion
In	the	evaluation	of	image	fusion	effect,	subjective	evaluation	mainly	from	the
following	aspects:

(1) Registration	accuracy	evaluation.	If	the	degree	of	registration	deviation	is



(1) Registration	accuracy	evaluation.	If	the	degree	of	registration	deviation	is
small,	ghosting	will	occur,	if	the	deviation	is	large,	there	will	be	serious
dislocation.

	
(2)

Color	distribution	evaluation.	If	the	color	distribution	is	reasonable,	the
naked	eye	will	feel	comfortable;	if	the	distribution	is	unreasonable,	the
whole	image	color	distribution	is	uneven,	visual	impact	will	increase.

	

(3)
Sharpness	evaluation.	If	the	sharpness	is	close	to	or	improved	with	the
original	image,	the	fused	image	is	clear;	if	the	sharpness	is	reduced,	the
fused	image	will	appear	to	a	certain	extent	blurred.

	

(4)
Brightness	and	contrast	evaluation.	If	this	two	are	inappropriate,	the	fused
image	will	have	patches	or	fog	and	other	noise-like	parts.

	
(5)

Texture	information	evaluation.	If	the	texture	information	is	sufficient,	the
fused	image	will	look	plumper,	if	there	a	loss	in	the	fusion	process,	it	will
become	dull	and	lack	of	hierarchy.

	

In	term	of	this	aspect	of	evaluation,	there	are	common	international	5-point
evaluation	criteria,	see	section	‘	Subjective	Evaluation	’.

Objective	Evaluation	of	Image	Fusion
For	the	subjective	evaluation,	the	human	eye	can	only	see	the	obvious	changes,
the	small	differences	are	not	sensitive,	and	subjective	judgments	will	be	affected
by	many	factors	and	always	vary.	Therefore,	a	quantitative	evaluation	method
with	a	uniform	standard	is	indispensable.	Now	according	to	the	evaluation
principle,	the	objective	evaluation	method	can	be	divided	into	statistical
characteristics	evaluation,	information	content	evaluation,	sharpness	evaluation,
signal	to	noise	ratio	(SNR)	evaluation	and	spectral	information	evaluation.	The
following	is	a	brief	introduction	to	the	main	method.	In	the	following	evaluation
indicators,	the	original	image	is	 	,	the	fused	image	is	 	,the	ideal

image	is	 	and	the	size	of	image	is	 	.

1.
Evaluation	based	on	statistical	characteristics	
There	is	no	ideal	standard	reference	image,	so	the	fusion	effect	of	image	is

objectively	evaluated	based	on	the	statistical	characteristics	of	the	fusion	image



objectively	evaluated	based	on	the	statistical	characteristics	of	the	fusion	image
and	the	performance	index	which	reflects	the	relationship	between	the	fusion
image	and	original	image.

(1) Average	Value	(AV)	of	image

	
The	size	of	the	mean	represents	the	average	size	of	the	image	pixel	values,

which	is	an	evaluation	index	that	belongs	to	the	statistical	characteristics.	The
brightness	that	human	eye	can	be	perceived	in	grayscale	images	in	the	form	of
grayscale,	so	the	average	value	of	the	gray	scale	has	a	greater	effect	on	the	visual
effect	of	the	image.	If	the	average	value	of	the	image	is	appropriate,	the	result	of
fusion	is	better.	The	average	value	of	the	image	is	defined	as:

(A.45)

(2) Standard	Deviation

	
The	centrality	or	discretization	of	the	image	gray	value	relative	to	the	gray

scale	is	generally	reflected	by	the	standard	deviation	which	reflecting	the
distribution	of	the	pixel	values	and	showing	the	contrast	of	the	image.	If	the
standard	deviation	of	the	fusion	image	is	small,	the	contrast	is	small,	that	is,	the
amount	of	information	contained	therein	is	smaller.	The	larger	the	standard
deviation,	the	more	grayscale	distribution,	the	better	the	visual	effect.	The
standard	deviation	is	obtained	indirectly	by	the	average	value,	and	the	standard
deviation	of	the	image	is	defined	as:

(A.46)

(3) Root	mean	square	error

	
The	root	mean	square	error	can	be	used	to	detect	the	degree	of	deviation

between	the	image	to	be	detected	and	the	ideal	image,	which	can	be	evaluated
using	the	known	ideal	image.	The	smaller	the	deviation	between	the	fusion	result



using	the	known	ideal	image.	The	smaller	the	deviation	between	the	fusion	result
and	ideal	image,	the	better	the	fusion	effect.	It	is	defined	as:

(A.47)

2.
Objective	evaluation	based	on	information	content	

(1) Information	entropy

	
Information	entropy	is	an	important	indicator	of	the	degree	of	abundance	of

image	information.	It	is	reflected	degree	of	deviation	in	the	image	range	from	the
peak	area	of	the	gray	histogram.	The	larger	the	entropy	of	the	fused	image,	the
more	the	information	volume	of	the	fused	image	increases,	the	richer	the	image
is,	the	better	effect	of	the	image	fusion.	it	is	defined	as:

(A.48)
where	L	represents	the	total	gray	level	of	the	fused	image	F,	 	represents

the	ratio	of	the	number	of	pixels	 	of	the	gray	scale	value	l	to	the	total	number

N	of	images,	that	is	 	,	which	reflects	the	probability	distribution	of	the

pixel	with	the	gray	value	of	l	in	the	image	can	be	regarded	as	the	normalized
histogram	of	the	image.

(2) Joint	entropy

	
Joint	entropy	is	also	a	parameter	that	reflects	the	amount	of	information

contained	in	the	image.	On	this	basis,	it	reflects	the	correlation	between	the
original	image	and	the	fusion	result,	and	quantitatively	measures	the	correlation
between	them.	Similarly,	the	greater	the	joint	entropy	of	the	fusion	result,	the
larger	the	amount	of	information	carried,	and	the	better	effect.	It	is	defined	as:



larger	the	amount	of	information	carried,	and	the	better	effect.	It	is	defined	as:

(A.49)

3.
Objective	evaluation	based	on	the	sharpness	

(1) Average	gradient

	
The	average	gradient	is	also	called	sharpness,	which	reflects	the	small	detail

contrast	and	texture	change	in	the	image,	and	also	reflects	the	sharpness	of	the
image,	which	can	be	used	as	an	index	to	judge	the	sharpness	of	the	fusion	result.
It	is	defined	as:

(A.50)
where	 	and	 	are	the	difference	in	x	and	y	direction,

respectively.	In	general,	the	larger	the	average	gradient	of	the	image,	the	greater
the	clarity	of	the	image,	the	better	the	fusion	effect.

4.
Objective	evaluation	based	on	spectral	information	

(1) Correlation	Coefficient

	
The	correlation	coefficient	reflects	the	correlation	degree	of	the	two	spectral

features	of	the	image.	Generally	speaking,	the	closer	the	correlation	coefficient
of	the	image	is	to	1,	the	better	the	proximity	of	the	image	is,	the	more
information	is	obtained	from	the	original	image,	the	less	information,	the	better
the	fusion	effect.	It	is	defined	as:



(A.51)
where	 	are	the	average	of	the	original	image	 	and	the	fused

image	 	respectively.

(2) Structure	Similarity

	
The	structural	similarity	is	calculated	as	(	A.52	).

(A.52)

where	 	 	 	is

brightness	comparison,	contrast	comparison	and	structural	comparison,
respectively;	 	represent	the	average,	variance	and	covariance

of	the	original	image	and	the	fusion	image,	respectively.

5.
Objectively	evaluation	based	on	signal	to	noise	ratio	(SNR)	

(1) Signal	to	Noise	Ratio	(SNR)

	
In	the	process	of	image	fusion,	the	noise	from	the	sensor	that	acquires	the

image	is	also	a	key	factor	to	consider.	Therefore,	the	signal	to	noise	ratio	has
been	applied,	the	greater	the	value	and	the	better	fusion	effect.	It	is	defined	as:

(A.53)

(2) Difference	Index	(DI)



	
The	average	of	the	ratio	of	the	absolute	value	of	the	difference	between	the

fusion	image	and	the	original	image	and	the	original	image	value	is	called
difference	index.	In	general,	the	smaller	the	difference	index,	the	smaller	the
degree	of	fusion	image	deviation	from	the	original,	the	more	the	original
grayscale	information	remains.	It	is	defined	as:

(A.54)
Ideally	 	.

(3) Peak	Signal	to	Noise	Ratio	(PSNR)

	
PSNR	is	achieved	by	assuming	that	the	difference	between	the	fused	and

original	image	is	caused	by	noise,	and	the	original	image	is	treated	as	useful
information	to	evaluate	quality	of	the	fused	image.	The	larger	its	value,	the
closer	relation	between	fusion	image	and	the	original	image.	It	is	defined	as:

(A.55)

(4) Degree	of	Distortion	(DD)

	
DD	reflects	the	degree	of	distortion	of	the	fused	image	relative	to	the	original

image,	the	smaller	the	value,	the	better	the	effect	of	fusing	the	image.	It	is
defined	as:

(A.56)
In	addition	to	the	above	several	indicators	of	image	quality	evaluation,	there

are	some	other	evaluation	indicators,	such	as	general	indictors	of	image	quality



are	some	other	evaluation	indicators,	such	as	general	indictors	of	image	quality
evaluation,	indictors	of	weighted	fusion	evaluation.	Although	the	above	list	of
indicators	in	most	cases	can	accurately	evaluate	the	quality	of	the	image,	but	the
exception	of	events	has	also	occurred,	that	is	why	subjective	evaluation	is	the
main	evaluation	and	objective	evaluation	is	auxiliary	in	the	practical	application.
Therefore,	it	is	one	of	the	hot	issues	in	the	study	to	process	a	general	objective
evaluation	index	which	can	accurately	reflect	the	quality	of	the	image.
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